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A spectral climatology for atmospheric compensation
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ABSTRACT

Most Earth observation hyperspectral imagery (Hflection and identification algorithms dependiaalty upon a
robust atmospheric compensation capability to obrfer the effects of the atmosphere on the radiagignal. Most
atmospheric compensation methods perform optinvetiign ancillary ground truth data are available,, énigjh fidelity
in situ radiometric observations or atmospheridifgeneasurements. When ground truth is incompbetaot available,
additional assumptions must be made to performcth@pensation. Meteorological climatologies are latéé to
provide climatological norms for input into the rative transfer models; however no such climataegexist for
empirical methods. The success of atmospheric coggt®n methods such as the empirical line methogdests that
remotely sensed HSI scenes contain comprehensis@fatmospheric state information within the spdaata itself.
It is argued that large collections of empiricadlgrived atmospheric coefficients collected ovearsge of climatic and
atmospheric conditions comprise a resource thabeaapplied to prospective atmospheric compensatioblems. This
paper introduces a new climatological approachtteoapheric compensation in which empirically dediva&pectral
information, rather than sensible atmospheric stai@ables, is the fundamental datum. An experimdeatchive of
airborne HSI data is mined for representative aphesc compensation coefficients, which are assedhinl a scientific
database of spectral and sensible atmospheric valtigers. We present the empirical techniques fdraekng the
coefficients, the modeling methods used to normalize coefficients across varying collection arddmination
geometries, and the resulting comparisons of asljustoefficients. Preliminary results comparing nalined
coefficients from representative scenes acrosgakdistinct environments are presented, along wittiscussion of the
potential benefits, shortfalls, and future workutly develop the new technique.
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1. INTRODUCTION

The fundamental problem addressed in this reséaratmospheric compensation in an Earth remoteirsgre®ntext.
For an imaging sensor at some altitude above tith'Easurface, atmospheric compensation is thege®of deriving
the surface reflectance values from the at-apemadéance images recorded by the sensor. The nuagniof the
atmospheric effects on measured electromagnetioygren be strongly wavelength dependent, varyioigpss the
absorption regions of water vapor and trace gastitoants in the atmosphere. Scattering by molscatel suspended
aerosol particles is also wavelength dependentcesgtul analysis of remotely sensed hyperspectragery (HSI) is
particularly dependent upon a robust atmospheribpemsation capability. Most HSI applications rely precise
relationships between spectral bands and virtwaily quantitative HSI analysis must therefore begth an inversion
problem to derive the surface reflectance or emgtafrom the measured at-aperture radiance. Mailgads have been
developed to accomplish this inversion. Most cagdtegorized as either empirical or physics-basethoals.

HSI datasets contain complete sets of spectral unexaents of light passing through the atmosphereaah pixel;
therefore, information about the atmospheric traéssion is present in the measured radiance siggmilpirical

atmospheric compensation methods use this infoomaglong with some additional information about #wene to
statistically derive the relationship between radeand reflectance. Alternatively, the physicsadfiative transfer is
well understood and can be accurately modeled usidi@tive transfer algorithms. Physics-based (RiBjhods use
radiative transfer codes to estimate the atmospledfécts on transmission and determine the sunfafbectivity from

the model. Both approaches perform best when angilground truth data are available — high fidelity situ

radiometric observations and/or atmospheric profiasurements.
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In practice, outside of controlled experimentsadetl ground truth data are rarely available. PBhods are routinely
applied using broad climatological atmospheric pstrs as input to the models. PB methods canhesatinospheric
transmission information contained within the radia data to refine the parameters; for examplesingwand ratios to
extract the information and convert it to conventibmeteorological parameters (water vapor mixiatjs, aerosol
concentrations, etc.). The PB models then use treglikansfer algorithms to translate the meteagiglal information
back into spectral effects during the reflectanoeeision. Undesirable artifacts are inevitablyaddticed into the data
with each translation between domains. Empiricahimgs must rely on indirect methods to supply esiee reflectance
signatures, either through supervised or statistieans; no climatologies currently exist for erigair methods.

Where well-calibrated ground truth measurementsaaeglable, the empirical line method (ELM) has hetown to
produce reflectance retrievals that are overalivedent or superior to those produced by other wash However, the
native spectral information about the atmosphepturad in the ELM coefficients is not compiled fege outside of the
scene from which they were derived. These coefftsicomprise an untapped resource for climatoldgidarmation
relevant to HSI atmospheric compensation. In thiskwwe introduce a new type of atmospheric clin@dgl| using a
statistical approach in which empirically derivegestral information is the fundamental datum ratthem sensible
atmospheric state variables.

2. BACKGROUND

2.1 Empirical Line Method

The empirical line methdds a proven empirical method of atmospheric corspton in which the conversion factors
to retrieve reflectance values are derived by perifieg a linear regression of observed at apertadéance values
against corresponding measured ground truth rafieet factors. The context of this model is hypearspkEarth remote
sensing in the visible through short wave infrapadt of the spectrum. The radiance reaching thecs&g(A) can be

written as:

Ls(4) = Lgir (A) + Lgy(A) + Lpain(A) Q)

where Ly, @) is the direct path reflected radiancky(4) is the indirect sky-illumination reflected-radiance and
Loan(4) is the path radiance. Adjacency and multiple surface scatter edfiectseglected, as are thermal emissive
radiance contributions. The direct path term is given by:

Lar @) = Ety (D7, () 2% coso @

where E, is the solar irradiance at the top of the atmospheyel i the downward path transmittanag, A (is)the
upward path transmittancgy A (is)the surface reflectance factor, aadis the incident angle to the surface. Implicit in
the reflectance factor term is the assumption of a Lambertiéatsuin the more general case A (Wuld be replaced
by the bi-directional reflectance distribution function (BRDFhe indirect reflected term is written as:

Lagh) = Eary () 22 @

where E; is the skylight irradiance at the surface. Heris Bssumed that the entire hemisphere of thesskisible to
the surface and again, the surface is Lambertian.

Equation 1 can then be written as a linear relatign(dropping the wavelength dependence notationlérity):

LS:mp+b (4)
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wherem andb are the gain and offset vectors given by:

m= (Eord coso + ES)T—;;

®)

b= Lparn- (6)

In ELM, the gain and offset coefficiemtsandb in equation 4 are assumed constant across theejraad are therefore
one-dimensional vectors in wavelength space. Theylatermined by selecting two or more groups xélpifor which
the reflectance values are known (or assumed knamd) performing a linear regression of the measuaedhnce
against the ground truth reflectance. These veetarshen applied against each pixel to estimateefiectance.

2.2 MODTRAN

The Moderate Resolution Transmittance (MODTRAN)iatide transfer code serves as the U.S. Air Fotaadard
moderate spectral resolution radiative transportiehéor wavelengths extending from the visible tigb the thermal
infrared regio. MODTRAN is also used as the radiative transferimafpr many atmospheric compensation programs,
including the commercial standard Fast Line-of-sigtmospheric Analysis of Spectral Hypercubes (FIS%)?
MODTRAN accepts as inputs a range of remote sergognetries and most possible illumination condgidt has a
rich variety of options for specifying atmosphecignstituents, state variables, and scattering mod#4DDTRAN is
used here to adjust ELM coefficients derived froiffiecent HSI scenes to account for differences @orgetry and
illumination conditions.

23 QUAC

The Quick Atmospheric Correction (QUAC) model ofrBstein, et al. is an unsupervised empirical atrhesp
correction algorithm. QUAC assumes a linear radiative transport equdiienELM, but uses a ratio of scene-derived
statistics to those of a reference scene to cafcule gain coefficients. The reference scene spetrally diverse
collection of laboratory reflectance measureme@ISAC is commonly used in HSI analysis because awshresults
comparable to PB models under many conditions hiltowt the requirement for exact atmospheric ahdnination
information. It involves less calculation than PBethods and is not as dependent on the accurackieotiata’s
radiometric calibration. QUAC is used here as thethmd to which the ELM derived coefficients andleetance
retrievals are compared.

2.4 Hyperspectral data

The data used in this study were collected by tlgperbpectral Digital Imagery Collection ExperiméhtYDICE)
sensor. HYDICE is a pushbroom hyperspectral sewgtbra spectral range from 0.4 to 2.5 microns.sksia Schmidt
prism dispersive spectrometer with a single indamtimonide (InSb) focal plane. HYDICE collects Xjfectral bands
with a nominal bandwidth of 10 nm and 320 spatiahgles’

HSI scenes were collected over a variety of envivents representing distinct climate regimes. Irhestvironment,
data were collected at several altitudes rangiomfb-20 kft above ground level (AGL) and with varilumination
conditions. Each environment was typically colldoteer a 2-4 day period. Several of the environserre imaged in
different seasons. Each scene analyzed containedtdosix gray scale calibration panels rangingnfra% to 64%
reflectance. The calibration panels were measuitdanfield spectrometer, averaging 5-15 spot measants across
the panel to provide ground truth reflectance spdor the scenes. In most cases the panels wexsumel on the day
of the collects. The panels were sized relativéheooHYDICE instantaneous field of view to ensurattht least one
image pixel would fall entirely on the calibratipanel at maximum flight altitude, providing a ppigel corresponding
to the ground truth reference spectra.

3. METHODOLOGY
3.1 ELM analysis

The spectral climatology requires harvesting ELNMige atmospheric compensation coefficients foridewariety of
environments. An extensive scientific archive of BICE imagery was reviewed to identify the scenestaining
calibration panels for analysis. The QUAC algorittuas run on the full scene for maximum spectraédiity and the
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resultant gain and offset coefficients saved feerlanalysis. Ground truth spectra were reconstduéiom available
records, including experiment reports, field logsgd metadata. Scenes with missing ground trutimbiguous metadata
were rejected, unless adequate substitute dataawvail@ble, e.g., the same panel measured on itredaty.

Standard ELM techniques were used to derive gaihadiset coefficients that describe the inversioonf at aperture
radiance to reflectanteThe in-scene pixels containing each calibratiangd were manually identified and each pixel
spectrum reviewed to ensure no noticeable backdrouredge contamination was present. The radigneetrs. of the
pixels for each panel were averaged. Low altittsl&f{ AGL) collects typically contained 25-30 pisebn each panel,
ranging to only 1-2 pixels at the highest altit@é kft AGL). An ELM regression was then perforneuthe averaged
panel radiance spectra against the correspondmgdrtruth reflectance. ELM produces vectorandb containing the
gain and offset coefficients for each channel an&&ISE vector.

In some cases, the regression performed usinglidration panels resulted in coefficients withg@mRRMSE relative to
the offset values. These results also produceduaho$fset vectors, having strong negative valuethé near- and short
wave IR regions. In such cases, the ELM regressias repeated with one or more of the grayscalelpamaitted to
obtain coefficients with minimum RMSE. In all casthés resulted in offset coefficients that did rebtow strongly
negative valuegrigure 1 shows such a case. The regression using all fdiloration panels resulted in large negative
offset values and a large RMSE. Using only two psrfbrightest and darkest) produced a more physiffalet
coefficient profile, albeit with smaller negativegions.
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Figure 1. ELM gain (solid line) and offset (dashed) coeffitis with RMSE (dot-dashed), using all calibrat@mels (left)
and omitting the two mid-brightness (approximateh® and 50%) reflectance panels (right). No RMSé&bimputed with
only two regression points.

Figure 2 shows the resultant reflectance retrieghtained using the two ELM cases plotted agaimstground truth
spectra. Both regressions produced very similarltsedt is interesting, but perhaps not wholly xpected, that there
are numerous different sets of ELM gains and défigat generate reasonable reflectance spectna &mathematical
standpoint, any trade between gain and offset sadtuéhe regression that increases the goodndgsacceptable. To
fit the physical model described in section 2.1wéeer, it is desirable to have offset coefficietitat make physical
sense for the path radiance teirg,,(4) , i.e., not strongly negative. In theory, for i.i@bservations, the regression
should generally improve with more observation fmibut that was not always the case here, whetause of non-
representative ground truth measurements, panéamimation, sensor nonlinearity, or other factdénsany case the

coefficients used for the climatology were thoseitg minimum RMSE, so optimal goodness of fit iswed as long
as the majority of the dynamic range of the scenepresented in the regression, i.e., very dadkbaight panels are
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included. Good ELM results have been shown witly awb observation pointsput in almost all cases in this work,
three or more points were used so that quantifiabiter terms (RMSE) were produced.
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Figure 2. Reflectance retrievals from the 4-panel ELM regi@s (dashed line) and the 2-panel ELM regression- (
dashed) plotted against the ground truth panedatthce spectra (solid).

The band center wavelengths of the HYDICE sensifir dightly from collect to collect due to prisnistortion, so the
sensor is calibrated for each flight path. To fatié comparison, all ELM coefficients were resagapto the mean
wavelengths and FWHM of all collects.

3.2 Coefficient adjustment

The ELM-derived coefficients correct for illuminati and geometric factors as well as atmosphergctsff To compare
coefficients from different collects it is thereéonecessary to adjust the coefficients for vamatim illumination and
altitude of the observation. To diagnose thesectsfehe scenes were modeled using the MODTRANMtiadi transfer
software. MODTRAN models the atmosphere by treatirgs a series of homogeneous layers charactebyédtieir
temperature, pressure, and molecular compositi@dDVRAN models the absorption, scattering, and dons®r each

of the molecular constituents along a specifiedcappath, from the ultraviolet to far infrared ggnof the spectrum at
up to 0.1 crit resolution. MODTRAN can also provide solar illumiion based on geographic position, date, and time.
Thus the terms in equation 1 can be modeled e#tplici

To model the HYDICE collects, a MODTRAN spectrdidi function (.FLT file) was created using the HYXIE mean
spectral response function to provide output cpueding to the radiance measured by the instruma@ODTRAN's
channel output file ((CHN). Two MODTRAN runs aregyuired to obtain the terms of equation 1. Firstydis run with
the surface reflectance set to albedo=1. The tefrimderest are calculated from the MODTRAN outputs

Ly = DIRECT_TRANSM_GRND_REFLECT @)
Lgy= TOTAL_TRANSM_GRND_REFLECT — DIRECT_TRANSM_GRND_REECT. ®)

The simulation was then repeated with surfacectftee set to albedo=0. This gives:
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Lpatn= PATH TOTAL_SCAT_SOLAR. 9)

To calculate the spectral radiance of the abowvegeeach must be divided by an integrating fadtergby:
IF = CHANNEL_RADIANCE/SPECTRAL_RADIANCE (10)

also from the .CHN file. This converts the radiancits to W/cr sr-pm. The terms are further multiplied by®16
convert to pW/crhsr-pm and by 75 to match the scale factor appliethe HYDICE spectral data (for numerical
storage efficiency).

We can now calculate modeled gain and offset aoeffts equivalent to those derived from ELM:
= (Lgir + Leky) (11)

b* = Lpath (12)

where the stars delineate the terms as MODTRAN iaddmefficients.

The modeled coefficients can then be used to esin@rections to the ELM coefficients for diffegifllumination and
sensor altitude. For a set of ELM coefficiemisand b, derived from one image, modeled coefficiemts and b, are
computed for the imaging conditions using the abpk@cedure. To estimate the ELM coefficients undifiering
conditions, at a later time, for instance, modetedfficientsm, andb, are computed for the new conditions. Scale
corrections are computed from the modeled coeffisie

A= my [ my (13)

Bo= b,/ by (14)
Then the ELM coefficients at the new time are ested as:

my'= Apr* my (15)

b= Bo* by (16)

where the primes delineate estimated (adjusted) Ebéfficients.

Using this procedure it is possible to model tHea$ of differing illumination and geometry on EL#defficients and
therefore to compare coefficients derived unddedkht imaging conditions. The accuracy of the lteswmill decrease as
the magnitude of the change increases, but withimesbounds of variability, the method produces eteuestimates.
The assumption implicit in this technique is tha fractional difference in the modeled coefficeeatcounts for the
portion of the variability in the ELM coefficienthat is due to the differing imaging conditions.eTVariability that is
left is assumed to be due to differences in theogpiere. By applying the ratios of modeled coeffits, it has the
advantage of canceling out to first order any systé&c errors in the modeled results while levergdine model's
strength of computing varied illumination and getnoeconditions.

4. RESULTS
4.1 Illumination adjustment

To produce a database of comparable atmosphericaga offset coefficients, the methodology describbove must
be able to correct for variations in illuminatiowih the differing times of day, seasons, and ldétuencompassed in the
observation set. To demonstrate the effectivenésisecadjustment with respect to illumination chasiga sequential
series of images was analyzed. The same panelsinvaged six times over a 75-minute period fromghame altitude
(5 kft AGL). Figure 3 shows the ELM coefficient®in the earliest, middle, and latest observatiorsinvith the gain
coefficients increasing ~25% over the period in ¥igble region due to the increased illuminatigop@aching local
noon (12:46 PM).
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Gain Coefficients vs. Local Time, Constant Alt.
T T

] — 4]
A —— =12
ELE] S AN 11:31 1
E ﬂl_
250 L
} fise
_m F}
= A
1801 .
N
00} A
pas
gt / e
L :

1 I
04 06 OB 1 12 14 16 1.8 2 22 24
wavelength (microns)

offset

Offset Coefficients ve. Local Time, Constant Alt.

1200 [F
1000 |
a00
600 |
so0 |

200F

——— 1014 ||
———1102
——

. . . |
06 08 1 12 14 16 18 2 22 24
wavelength {microns)

Figure 3. ELM gain (left) and offset (right) coefficientsikeed from three sequential observations approxafga?.5 to one

hour before local noon.

The coefficient adjustment procedure was perforodhe 10:14 AM coefficients to correct them foe ihumination
modeled at 11:31 AM. Figure 4 shows the adjusteeffficients plotted against the actual 11:31 AM imagLM
coefficients (then’ plot is difficult to distinguish from the ELM gain the visible region). Figure 5 shows the fragsb
error in the adjusted coefficients; with the exgapwof the low SNR absorption regions, the gainffacients agree to

within 2% and the offset to within 35% over mostloé wavelengths.

It is noted from figure 4 that the directly modeledefficientsm* and b* contain large magnitude errors. The
MODTRAN runs display a high sensitivity in the il region to the input conditions and scatteringdeis used.
Figure 6 shows the variation of the modeled paramadbr a number of MODTRAN input parameters — leirggatter
model, DISORT multiple scattering model with thdaddt rural aerosol model, and DISORT with the deserosol
scattering model. Despite the large variation indeted coefficients, the adjustment procedure hasetiiect of
grounding the model with initial empirically dertyeoefficients, and errors of 5% or less were $ee¢he adjusted gain
coefficients in each of the cases shown in figuréhe DISORT/desert aerosol model (used in thadigucase) had the
lowest error; the environment was a summertimertissene and the shape of the coefficient desefilgin figure 6

suggests that the scattering is well modeled.
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Figure 4. Estimated gain (left) and offset (right) coeffitie (dashed line) for a 77 minute change in illuatiion
conditions, plotted against the actual derived faziehts (solid). The dot-dashed line shows thedtly modeled

coefficients (n* andb*).

©2014-The MITRE Corporation. All rights reserved.



Adjusted Coefficients Fractional Error
0.2 T T T T T T T T

m-prime

fractional errar

fractional error

1 I 1
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
wavelength (microns)

Figure5. Fractional errors in the adjusted gain (top) affised (bottom) coefficients.
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Figure 6. MODTRAN modeled gain (left) and offset (right) ¢fi@ents for several aerosol scattering modelsgts
scattering (SS), DISORT with default rural aerasoldel and DISORT with the desert aerosol model.

4.2 Altitude adjustment

The database also includes coefficients deriveu frarious flight levels, so the adjustment procediitould correct for
variations in observation level. The same proceduas applied as described in section 3.2, but whieeetwo
observations differ in altitude in addition to time this example, the first scene was imaged a48LPM local time
from an altitude of 5.0 kft AGL. The second scengsvimaged 26 minutes later from an altitude of 1Gt4AGL.
Figure 7 shows the adjusted coefficients plottesiregy the actual 1:14 PM image ELM coefficientgufe 8 shows the
fractional errors in the coefficients. The errarghe estimated gain coefficients are larger timatné illumination only
case in section 4.1, but estimates are still gdigendthin 3-5% of the actual ELM values. The estited offsets are
similarly high, ranging from 5-10% in the visiblange. The offset error is largest in the visibleggesting that the
aerosol scattering model may not be optimal in thise. The scene was a summertime mid-latitudeineotal plains
environment.
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Figure 7. Estimated gain (left) and offset (right) coeffitie (dashed line) for a 5.4 kft altitude change 2@adninute
change in illumination conditions, plotted agaithst actual derived coefficients (solid). The dostuzd line shows the
directly modeled coefficientsr(* andb*).
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Figure 8. Fractional errors in the adjusted gain (top) affiskt (bottom) coefficients.

4.3 Comparison of environments

Since the goal of the database is to identify amhsate distinct climatic regimes, coefficients trnescompared across
differing seasons and geographic regions. An exangbl a seasonal comparison is shown in figures @ Hnh
Coefficients from a representative summertime deserge were adjusted to a similar wintertime deisefige. The two
images were not over the same geographic areaydratin similar climatological environments. To tdent that the
coefficient adjustment procedure adequately coecetdr the differing illumination and scene geometonditions, the
differences in the coefficients are due to diffgratmospheric states. The fractional differencethéngain coefficients
shown in figure 10 are significantly larger thae tirrors in the adjustment procedure shown in &§@Jiby a factor of 5-

©2014-The MITRE Corporation. All rights reserved.



10 in most regions. Figure 8 shows a representatira for the adjustment procedure, not the dnam the specific

case in figure 10. However, the relatively largiedénce shown in figure 10 suggests that the sedsimospheric
signal is substantially larger than the error inedrin the adjustment procedure. The offset cdefits are also larger
over many regions than the comparable errorsdatiésser degree than the gain coefficients.
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Figure 9. Normalized gain (left) and offset (right) coeféaits for desert environment in winter (solid lia@d summer
(dashed).
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Figure 10. Fractional differences between summer and wirgses for the normalized gain (top) and offset (o}t
coefficients.

To compare many coefficients from multiple envir@ams, we adjust each set of coefficients to a comset of
illumination and geometric conditions. In this exdenthe set of conditions is arbitrary but was celé to be near the
center of the conditions of the observation setth\ilie coefficients adjusted to a common set ofging conditions,
direct intercomparison of the coefficients is pbksi An example comparison is shown in figure 1&piRsentative
adjusted coefficients from four different climaéovironments are plotted against the mean of thedases. The figure
shows distinct differences in several of the envinents, suggesting that separable climatologicahmes are present in
the ELM coefficient data.
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ok
04 0B 08 1

5. CONCLUSION

This paper presents a method for extracting atnesgplvariations from ELM coefficients using radiegi transfer
modeling to correct for the effects of varying filination and imaging geometry. The method showsl gesults with

small errors in test cases against actual ELM wefits over a limited range of conditions. Comgans of normalized
coefficients across climatological environmentsgagy that the method can be used to separate icliregimes. In

order to validate these suggestions, the examescpresented must be expanded to a larger se&ndftions to

characterize the limits of the adjustment procedWrith a large sample of coefficients spanning ntoue observations
of the climatic regimes, the example shown in feglil can be expanded to a statistical analysisctratconfirm the
viability of the method.

Additional work is needed to fully understand timepacts of various MODTRAN modeling inputs. The noethis

resilient to absolute errors in the radiative tfangesults, but the scattering models in particidan affect the
coefficient normalization in the visible region.r8éle atmospheric observations are also avaifablthe experimental
collects, which can be used to aid the validatibatmospheric variability extracted from the spaltioefficients.

Once validated, the spectral database can be egpgandncorporate a growing number of observati@as]ing to a true
climatological database of spectral coefficientie Tnethod is potentially adaptable to other emgiradmospheric
compensation algorithms such as QUAC or automatdd Eethods. This would alleviate the requirement Hiagh
fidelity ground truth and greatly expand the numtieobservations available for the climatology.
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