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Abstract

This paper presents a vocabulary for stating claims or hypotheses aboutdtsecdftyber
mission assurance decisions on cyber adversary behavior. Cyber mission assecaions
include choices of cyber defender actions, architectural decisions, andsslactd uses of
technologies to improve cyber security, resiliency, and defensibility fieeghiility to address
ongoing adversary activities). The vocabulary enables claims and hypothbsestated clearly,
comparably across different assumed or real-world environments, and in a waygtedts
evidence that might be sought but is independent of how the claims or hypotheses might be
evaluated.The vocabulary can be used with multiple modeling and analysis techniques,
including Red Team analysis, game-theoretic modeling, attack tree azidgatiph modeling,
and analysis based on the cyber attack lifecycle (also referred to akidydlein analysis or
cyber campaign analysis).
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Executive Summary

This paper presents a vocabulary for stating claintsypotheses about the effects of cyber
mission assurance decisions on cyber adversaryioeh@yber mission assurance decisions
include choices of cyber defender actions, architatdecisions, and selections and uses of
technologies to improve cyber security, resilieraryd defensibility (i.e., the ability to address
ongoing adversary activities). The vocabulary eesislaims and hypotheses to be stated clearly,
comparably across different assumed or real-wonldrenments, and in a way that suggests
evidence that might be sought but is independehbuf the claims or hypotheses might be
evaluated.

Multiple vocabularies have been used to descrifextsf on adversary behavior, for example by
researchers, product or solution vendors, and dyipeat analysts. However, these have been
incomplete (e.g., adversary work factor) or tiedpecific modeling or analysis techniques (e.g.,
game-theoretic models), making comparisons diffioulimiting how claims can be evaluated.
The vocabulary presented in this paper can be wgbdnultiple modeling and analysis
techniques, including Red Team analysis, game-gtieanodeling, attack tree and attack graph
modeling, and analysis based on the structureeotyber attack lifecycle (also known as cyber
kill chain analysis or cyber campaign analysis).

The vocabulary enables hypotheses and claims &ffects of decisions on cyber adversary
behavior to be stated clearly. Each term sugggsestof evidence that analysts could use to
support or refute hypotheses or claims. As with\amgabulary intended for human (rather than
machine) use, some overlap among terms existsjghriaxonomy is illustrated in the figure
below. The vocabulary is expected to evolve basedse, particularly by including examples of
use and of evidence relevant to each term.

Redirect Obviate Impede Detect Limit Expose

— Deter L Prevent L Degrade Contain—l I—Reco\/er L Analyze
— Divert Preempt Delay Curtail Expunge Publicize
— Deceive

Figure ES-1. Proposed Vocabulary for Describing E#fcts of Defensive Actions / Decisions on AdversaBgehavior
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1 Introduction

The increasing visibility of campaigns and activities by the advancedteetshreat (APT) has
raised the importance of the question: How defensible are the cyber resourceshon whic
organizations, missions or business processes, and individuals depend? How seghez are c
systems? How resilient are missions, systems-of-systems, or indiwdtehs? It is possible to
measure or assess many security-, resiliency-, and defensildityer@roperties of systems,
systems-of-systems, or components. Similarly, the effects of diffex@mtextural approaches,
technologies, or defensive actions on those measurements can also be evaluated.

However, the real challenge is knowing how our actions affect our adversaieswed made
their job harder — do they need to spend more resources or take longer to achiawe the sa
effects? Have we made their behavior riskier — do they reveal their intgetingr or tactics,
techniques, and procedures (TTPs), or is attribution easier? Claims or hypatimsdsow
different cyber mission assurance decisi@ffect adversary behavior are made by researchers,
product or solution vendors, and cyber threat analysts. However, the lack of a common
vocabulary makes claims or hypotheses difficult to compare.

This paper presents a vocabulary for stating claims or hypotheses aboutd¢tsecdftyber

mission assurance decisions on cyber adversary behavior. The vocabulary dambteand
hypotheses to be stated clearly, comparably across different assumdédwvarica

environments, and in a way that suggests evidence that might be sought but is independent of
how the claims or hypotheses might be evaluated.

1.1 Background

Questions about effects on cyber adversaries arise in multiple contelkidingcesearch,
product evaluation, architectural or design decision-making, and defensiveopgbations
(DCO) or Computer Network Defense (CND). As described in Section 2 below, & \adriet
metrics and analysis techniques have been explored and applied in experimentatmmaper
environments. However, the absence of a consistent approach to describing effgbty on
adversaries impedes comparison or aggregation of the results of experiments aiahaper
observations.

For ease of exposition, the phrase “the cyber adversary” is used in twoRivagshe phrase
refers to the collection of advanced actors — whether state-sponsored, cremoastf or other
— that persistently and covertly seek to exploit mission or organizational dependence
cyberspace to accomplish their goals. Those goals can include destesgagces, undermining
current or future mission effectiveness, or obtaining an information advantaydilbgting

large amounts of sensitive information. “Advanced” refers to the level of tetfamd
operational sophistication. (The phrase “advanced persistent threat” is ofteynmeghsously;
however, some sources use “APT” to refer solely to advanced actors that sddidtee
sensitive information.) Second, the phrase may refer to a specific threat acteteranined by
cyber threat intelligence. This narrow use of the phrase assumeataatialysis capability.

! Cyber mission assurance decisions include choitegber defender actions, architectural decisians, selections and uses of
technologies to improve cyber security, resilieranyd defensibility (i.e., the ability to addresgoimg adversary activities).
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1.2 Overview of This Document

This white paper presents a vocabulary for characterizing the tacteetisedf architectural
approaches, technologies, and defender actions on the cyber adversary, whatiheobro
narrowly construed. The decisions are assumed to be defensive in nature anduedzednc
the design, acquisition, and use of information and communications technology (ICT). The
vocabulary is intended to enable hypotheses or claims about effects on the pdodrsatated
in a clear and consistent manner. Thus, it is intended to serve solution providers acbegesea
as well as cyber defenders. Once claims or hypotheses are cleady st@dence (whether
anecdotal, analytic, or derived from measurements or sets of observationsyoaghteand
evaluated.

While statements of claims and hypotheses — and hence the vocabulary — are interded to dr
identification of possible evidence, the evidence that can actually be developeddepé¢he
environment in which the hypotheses are to be evaluated. A framework for claragter
evaluation environments is presented in a companion document [1].

Section 2 provides background on prior and related work. Section 3 presents the proposed
vocabulary, relates it to that work, and illustrates how the proposed vocabulasy esedkio
describe how cyber resiliency techniques can affect adversary astatioss the cyber attack
lifecycle. Section 4 identifies future directions. An appendix presents thgsenal the potential
effects of cyber resiliency techniques.

2
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2 Prior and Related Work

This section describes prior work on approaches to considering effects on thargdvers
adversary modeling, and vocabularies for talking about affecting the agversar

2.1 Approaches to Considering Effects on the Cyber Adversary

Researchers and product vendors make hypotheses or claims about their techtodsgies
claims can be evaluated in experimental environments or via red teaming, subjetierous
caveats on the evaluation. Security architects and engineers make att@uat how different
architectural approaches make the adversary’s job harder; those ataitgpically evaluated
via analysis.

2.1.1 Experimental Approaches

Laboratory and operational experimentation using Red Team evaluation of tepbsalod
hypotheses produced a notional measurement: Red Team Work Factor (RTWF). RTWF,
however, was too vague to provide good comparisons [2]. Sandia’s Information Design
Assurance Red Team (IDART) Methodology [3] identified several factors oboéd be
measured or assessed, including attack mean time to recover (MTTR), cosldp,deve to
develop and implement, skills to develop and implement, and resources to develop and
implement. Sandia’s experience [4] indicates that Red Teams are mosvefiden informed
by adversary modeling, in terms of adversary characteristics and of hefegprEsented by
attack graphs (see Section 2.2.2 below).

DARPA-sponsored research defined a composite measurement and used ited selec
experiments: Adversary Work Factor (AWF) [5] [6]. While conceptually appgabAWF has
been used relatively little, even when coupled with attack potential (based on amatvers
initial access, initial knowledge, and capabilities) [7]. Recently, wartofaatio (WFR), i.e., the
ratio of adversary to defender work factor, has been identified as an “overarghargnetric”
[8] and is being explored experimentally [9].

Experiments must be carefully formulated and executed, to address suchssstmsal
validity, external validity (or realism), repeatability, reproducibjlaynd the quality of analysis
and reporting [10]. To facilitate reproducibility, the WOMBAT (Worldwide Qliagory of
Malicious Behaviors and Attack Threats) project has defined the goal aftcajlend studying
real-world, large-scale datasets [11]. The BADGERS (Building Anayatasets and Gathering
Experience Returns for Security) workshop characterizes this goal agp#rareental (as
contrasted with the operational) use of Big Data for security [12].

The results of experiments are difficult to compare or aggregate, gyidaei to different
environmental assumptions. However, differences in how hypotheses or claimsearalsta
make comparison and aggregation challenging. This provides one motivation for a common
vocabulary.

2.1.2 Architectural Analysis Approaches

Security architectures are based on assumptions about the threat, althoughstog®ions
frequently are very high-level. Architectural analysis can specyicalhsider how architectural
alternatives address threats, for example by using coverage afiysattack graphs,
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simulation, or survivability analysis [14]. Threat analysis, particularlyguslicrosoft's DREAD
methodology [15], is recognized as an important component of architectural afi@yssis
However, most techniques for analyzing or comparing security architectongot define
terminology beyond such general terms as detect, prevent, and recownpariag effects on
the adversary. MITRE'’s Cyber Prep [17] and Threat Assessment and RemedratigsiA
(TARA) methodologies [18] provide terminology for characterizing how coun@suores
address adversary TTPs.

2.2 Adversary Modeling

Adversary modeling — abstract representations of adversary behavior aattetstics — is
central to developing and analyzing hypotheses or claims about the effiectisrmlogies,
architectural decisions, and/or defender actions on the cyber adversary. Hypotheaims
assume (with varying degrees of explicitness and specificity) somemde of an adversary
model, so that the effects on other elements can be stated. Three broad clabsssarfya
models are discussed in more detail in Appendix B: game-theoretic modelinly,gattph (or
attack tree) models, and cyber attack lifecycle models.

2.3 Existing Vocabularies

This section summarizes how different stakeholders talk about the cyber ag\aangan
particular about effects on the adversary, changes in adversary behaviohaages in
adversary characteristics. Groups of stakeholders include those engaged iatiaform
operations, threat trend reporting, cyber security research, and cybeedefens

2.3.1 Information Operations Terminology

Information Operations (10) is defined as “the integrated employment, duringry

operations, of information-related capabilities in concert with other lineparation to
influence, disrupt, corrupt, or usurp the decision-making of adversaries and potbréiabaies
while protecting our own.” [19] The 2006 version of Joint Publication (JP) 3-13, Information
Operations [20], defined objectives for information operations as shown balgwbset of
these (i.e., disrupt, deny, degrade, destroy, or deceive an adversary’'s ability to use tfspagbe
domain to his advantafjehave been identified as Cyberspace Warfare Attack capabilities [21]
An alternative set of 10 objectives and effects (e.g., limit, misleadusentlisrupt, delay,
divert, destroy, isolate; deny, preserve, exploit) have been identified to pgreater precision
[22]. (Note that JP 3-13 defines the objectives of the defender in the face of anrgdhatsa
relies on information and cyberspace. However, adversaries can also adopstitiesr own
goals.)

2 The 2012 version of JP 3-13 does not includeghismeration.
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Objective

Destroy

Table 1. Goals Defined in 2006 version of JP 3-1Bésired Effects on the Adversary)

Definition in 2006 version of JP 3-13

To damage a system or entity so badly that it cepadorm any function or be restored to a usab
condition without being entirely rebuiit.

Disrupt To break or interrupt the flow of information.

Degrade To reduce the effectiveness or efficiency of adasr€2 [command and control] or communicatio
systems, and information collection efforts or n®ean

Deny To prevent the adversary from accessing and usitigat information, systems, and services.

Deceive To cause a person to believe what is not true. MECO)military deception] seeks to mislead
adversary decision makers by manipulating theicggtion of reality.

Exploit To gain access to adversary C2 systems to coliéatnation or to plant false or misleading
information.

Influence To cause others to behave in a manner favoralilSttorces.

Protect To take action to guard against espionage or captusensitive equipment and information.

Detect To discover or discern the existence, presencicbiof an intrusion into information systems.

Restore To bring information and information systems bazkheir original state.

Respond To react quickly to an adversary’s or others’ I@ek or intrusion.

2.3.2 Terminology in Threat Trend Reporting

A number of different organizations publish reports on trends in cyber threats [2852{26].
For the most part, the discussion of threat trends focuses on descriptions of adveesaoy be
and characteristics, as well as on trends in organizational uses of technologyuaityl se
improvements. However, some terminology does describe possible or intendesdoaffe
adversary. For example, Sophos [23] mentions “deter” and “prevent.” Threatepartrg
discusses classes of adversaries, e.g., cyber criminals and nationvathtémited analysis of
specific campaigns.

2.3.3 Terminology in Research Agenda and Technology Claims

Some cyber security research roadmaps and agendas tend to focus on sebnotgdy
improvements and new technologies, rather than on the adversary [27] [28] [29].iQtluels
some discussion of intended effects on adversaries, for example, increasimgl @zshplexity
[30] or increasing the work factor ratio [8]. However, research roadmapsllygiddress a
range of adversaries, and do not explicitly define an adversary model.

Claims about the effectiveness and usefulness of technologies can be stted of fin
adversary model. Such is the case in several IETF drdfisvever, the main effect on the
adversary is “prevent.” In the cyber security research literature, adyen®dels (and hence
claims about the effects of the technology or approach that is the subjecteddaich) are
described most often for analysis of cryptographic protocols, using variahts Dbtev-Yao

model.

3 For further discussion of Destroy and Exploit, 4. Note that these effects are related to OQ@¥Cand thus are outside
the scope of this paper.

“ See, for exampldattp://tools.ietf.org/html/draft-kent-bgpsec-thredt], http://www.ietf.org/id/draft-pouwelse-censorfree-
scenarios-02.txiandhttp://tools.ietf.org/html/draft-ietf-ecrit-trustwthy-location-04
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2.3.4 Cyber Threat Analyst Terminology

Any vocabulary for effects on cyber adversaries must be meaningful forsdefeyber
operations (DCO). Since DCO needs to be informed by cyber threat amatgkigénce, the
vocabulary must also be meaningful to cyber threat analysts. Therefore, it isaimpohave a
vocabulary that works with cyber attack lifecycle models.

However, the value of a vocabulary is to point to possible evidence. Hence, it is alsatoort

look at how analysts do their jobs and what they look at. The STIX™ (Structured Threat
Information eXpression) schema is intended to enable cyber threat at@alysthange threat
information [31]. Key elements in the STIX schema include observables, mdicaT Ps, threat
actors, and campaigns. These elements are defined, but the definitionsherated)i broad

enough to support a range of use cases, depending on the capabilities and goals of stakeholders
in cyber threat information sharing.

Table 2. Key Elements of Cyber Threat Information

Term Definition/Discussion

Observable “Observables are stateful properties or measuel®@ats pertinent to the operation of computers
and networks. Information about a file (name, hagte, etc.), a registry key value, a service
being started, or an HTTP request being sent heingble examples of observables.” [31]
See [32] for taxonomy of cyber observables, magpedversion of the cyber attack lifecycle.
Indicator “A set of cyber observables combined with contelituf@rmation intended to represent artifacts
and/or behaviors of interest within a cyber segur@ntext.” [31]

“An indicator can be defined as human-readable rcgthta used to identify some form of
malicious cyber activity and are data related tadBresses, domains, email headers, files, and
strings.” [33]

TTP “TTPs are representations of the behaviomodus operandif cyber adversaries. It is a term
taken from the traditional military sphere and $ed to characterize what an adversary does and
how they do it in increasing levels of detail.” [31
“TTPs consist of the targeting, tools, techniquefsastructure, and kill-chain activities that the
adversary uses to conduct a series of relatedsintmattempts.” [34]

Examples of high-level TTPs are given in AppendigfENIST SP 800-30 Rev. 1. [35]

Threat Actor “Threat Actors are characterizations of malicioates (or adversaries) representing a cyber
attack threat including presumed intent and hissdlyy observed behavior.” [31]

Note that such characterizations need not incltiridation. As discussed in [36], attribution is
problematic, although increasingly feasible [37@][3However, for purposes of cyber threat
analysis and cyber defense, differentiating betwbesat actors based on historically observegd
behavior generally suffices.

Incident “Incidents are discrete instances of Indicatoreafhg an organization along with information
discovered or decided during an incident respomgestigation. They [are described using] data
such as time-related information, location of effeelated Indicators, leveraged TTP, suspected
intent, impact assessment, response Course ofrActguested, response Course of Action
taken, source of the Incident information, log dfi@ens taken, etc.” [31]

Attack The stages that an adversary goes through to @&cthewbjectives of establishing, using, and

Lifecycle maintaining (or removing) a presence in an entegfgiinformation infrastructure (derived from
[39] [40] [41] [42] [23] [38])

Campaign “Campaigns are instances of Threat Actors pursamintent, as observed through sets of

Incidents and/or TTP, potentially across organieti” [31]
“At the highest level, a campaign represents atagsiied construct that packages together all
of the intelligence-based information about a patér kill-chain-based intrusion in a related set
of activities. Campaigns consist of Intrusion ag¢srcombined with Tactics, Techniques and
Procedures (TTPs).” [34]
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3 Proposed Vocabulary

The proposed vocabulary presented in this section is intended to describe effeldteticdr
actions or decisions could have on the cyber adversary, whether narrowly or broatilyecons
The focus is on tactical effects, i.e., effects on current adversary astaitd on activities that
could reasonably be expected to follow in the near term from current activities.

3.1 Assumptions

The proposed vocabulary of possible effects on adversary activities is niebwimgn cyber
defenders 1) have a threat intelligence analysis capability that canadssactivities with a

given campaign, and thus attribute activities to a distatbtersary or set of actors; and 2) apply
mitigations or execute cyber courses of action (CCoAS) in response to anticgueteected, or
observed adversary activities. Without those cyber defender capabilitiegi¢néto which any
assertion about effects on the adversary holds cannot be determined.

The proposed vocabulary describes effects on a distinct adversary or setfvettidhe
following general characteristics:

* The adversary’s efforts consist of a coordinated set of activities, in whibhaetvity
has intended effects on the resources cyber defenders seek to protect. Adwtinstaes
can be characterized broadly as stages in the cyber attack lifecycle apacifecally as
tactics, techniques, and procedures (TTPs).

» The adversary’s efforts are intended to achieve one or more overall objeetgres
interfering with a mission that relies on the defended cyber resources, mipsensitive
information, or using the defended cyber resources as a launch point for attacks on cyber
resources beyond the purview of cyber defenders.

» The adversary has a strategy or decision criteria for performindisj@ativities,
selecting TTPs, and selecting targets. Decision criteria includeipedarisks or
anticipated costs as well as success criteria.

* The adversary has defined success criteria (intended effects, which inasmaeauld
be expressed as measures of performance) for their activities. Sonss suiteea are
related to the adversary’s overall objectives; others may be more speaifiactivity or
phase in the campaign.

3.2 Definitions

The terminology proposed to describe effects on the cyber adversary ismegmesd-igure 1.
Terms for six high-level effects are defined: Redirect, Obviate, Imfietect, Limit, and
Expose. These terms could suffice for a general description, but (excBetéat) are too
general to suggest measures of effectiveness for cyber defenders. Theuspeudfic terms are
also provided (e.g., Prevent and Pre-empt for Obviate; Constrain, Curtail, RecovExpainge
for Limit). In Table 3, terms are defined and described in terms of theirtexipeitects on the

® Attack attribution ranges from characterizatiotirfauting an attack or incident to classes of agages) to differentiation
(attributing an attack, incident, or campaign @istinct threat actor or set of actors) to idenéfion (attributing an attack,
incident, or campaign to an identified individugdoup, or location).
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adversary. Examples of evidence that could bedamor derived from defender systems are
also provided. If an example of evidence wouldddated to a specific actor, the example is
italicized.

Redirect Obviate Impede Detect Limit Expose

— Deter i: Prevent \: Degrade Contain:| |:Recover Analyze
— Divert Preempt Delay Curtail Expunge Publicize
— Deceive

Figure 1. Proposed Vocabulary for Characterizing Efects on a Cyber Adversary

Figure 1 and the vocabulary in Table 3 describedaceffects, i.e., those that an adversary
could experience in the course of conducting @fattivities across the cyber attack lifecycle
or a cyber campaign: the expected value of thadfsattivities (or of a specific activity or TTP)
to the adversary would be decreased. It must bedrtbat the experience of tactical effects,
particularly on a repeated basis, could also reésugtrategic effects.

One further tactical effect could be identifiediame. That is, cyber defender actions could
anger the adversary, inciting harmful action. Hoerethis effect is unpredictable, as it depends
on the character or group culture of the adversesyyell as the adversary’s strategy. In
addition, it is not an intended effect as claimgdlsolution provider or hypothesized by a
researcher; evidence can be found only in oper@temvironments. Thus, inflammatory effects
are outside the scope of this document.

® It should also be noted that, while the vocabuismjesigned for use by defenders, it could alsafmied (with refinement,
particularly with respect to the “Exploit” IO objiéee identified in Table 1) to Offensive Cyber Oatons (OCO).
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D der Goal

Redirect (includes
Deter, Divert, and

Direct adversary activities away fron

Table 3. Possible Effects of Cyber Defender Activis and/or Investments on Adversary Activities

Definition

defender-chosen targets.

mistargeted or misinformed.

The adversary’s efforts cease, or becom

Evidence

eSee evidence for Deter, Divert, and Deceive

resources or perform activities.

applied and/or the adversary cannot
perform activities (e.g., because resourc

are destroyed or made inaccessible).

denied (e.g., destroyed, made inaccessible ¢
esinusable).

Deceive)

Deter Discourage the adversary from The adversary ceases or suspends Activities attributable to the adversary are no
undertaking further activities, by activities. longer observed by the organization.
instilling fear (e.g., of attribution or Activities attributable to the adversary are no
retribution) or doubt that those longer observed by other organizations and this
activities would achieve intended fact is made known via threat intelligence
effects (e.g., that targets exist). information sharing.

Divert Lead the adversary to direct activities The adversary refocuses activities on Adversary activities are directed towards
away from defender-chosen targets.| different targets (e.g., other organizations,defender-chosen alternate targets (e.g., to a

defender-chosen alternate targets). special enclave).
The adversary’s efforts are wasted. Activities attributable to the adversary are
observed by other organizations and made
known via threat intelligence information
sharing.
Deceive Lead the adversary to believe false | The adversary’s perception of defenders|gkdversary activities reveal that the adversary is
information about defended systems, defended systems is false. relying on false information (e.g., a dummy
missions, or organizations, or about | The adversary’s efforts are wasted. account is spearphished, delivered malware |s
defender capabilities or TTPs. tailored to a simulated environment).
Obviate (includes Render the adversary’s efforts or The adversary’s efforts or resources See evidence for Prevent and Preempt.
Prevent and intentions ineffective by ensuring that cannot be applied or are wasted.
Preempt) adversary efforts or resources cannat

be used or will have no effects.

Prevent Make the adversary’s activity The adversary’s efforts are wasted, as npLogs or other captured data provide evidence
ineffective. intended effects can be achieved. that the activity occurred but had no effects.

Preempt Ensure that the adversary cannot appiyhe adversary’s resources cannot be The adversary’s resources are observed to be

-

" Instilling fear can also be characterized as ‘“tletee-by-punishment,” while instilling doubt cam tharacterized as “deterrence-by-denial” [92] ebrence-by-punishment
raises a number of policy issues, as well as paldgsues of acquiring adequate evidence fobattdn [95].
8 A preemptive action forestalls or prevents sonmetfiiom happening; that is, it is taken in anticiga of the undesired event or action. Here, pre@mps aimed at the effects

of potential adversary activities, and is usechimgense of a preemptive strike against the cybarsary. (Others use “preemption” more broadlhisense of proactive rather

9
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Defender Goal
I mpede (includes

Definition
Make the adversary work harder or

Effect
The adversary achieves the intended

Evidence
See evidence for Degrade and Delay.

Degrade and Delay) | longer to achieve intended effects. | effects, but only by investing more
resources or undertaking additional
activities.

Degrade Decrease the effectiveness of an The adversary achieves some but not all athe number of resources affected by the
adversary activity, i.e., the level of | the intended effects, or achieves all adversary is lower than for prior instances of
impact achieved. intended effects but only after taking the activity.

additional actions. The severity of the impacts caused by the
adversary activity is less than for prior
instances of the activity.
Malware or other attack vectors attributable to
the adversary are crafted or tailored, based on
failures of prior activities attributable to the
same adversary to achieve effects.
Repeated activities (e.g., to establish
information channels, to start processes) are
attributable to the same adversary.

Delay Increase the amount of time needed| The adversary achieves the intended The length of time between an initial event and

for an adversary activity to achieve it
intended effects.

seffects, but may not achieve them within
the intended time period. (The adversary
activities may therefore be exposed to

greater risk of detection and analysis.)

its effects, as determined by forensic or othef

'@nalysis, is increased.

than reactive behavior [43].) In cyberspace, soonm$ of preemptive actions are referred to as aciyber defense. Preemption may not be a validdee effect, depending on
policy, legal, regulatory, or other organizationahsiderations related to active cyber defense [Higrefore, while preemption in the sense of actiyber defense is included for
completeness, it will not be discussed in detathis paper.

10
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Defender Goal

Definition

Evidence

e

f

Detect Identify adversary activities or their | The adversary’s activities become Adversary activities are detected, or indicato
effects by discovering or discerning| susceptible to defensive responses. warnings, and/or precursor activities are
the fact that an adversary activity is observed.
occurring, has occurred, or (based
on indicators, warnings, and
precursor activities) is about to
occur.
Limit (includes Restrict the consequences of The adversary’s effectiveness is limited. See pe@éor Contain, Curtail, Recover, &
Contain, Curtail, adversary efforts by limiting the Expunge.
Recover, & damage or effects of adversary
Expunge) activities in terms of time, cyber
resources, and/or mission impacts.
Contain Restrict the effects of the adversary | The value of the activity to the adversary, Damage assessment, in terms of
activity to a limited set of resources. | in terms of achieving the adversary’s * (Scope) The number of affected resources
goals, is reduced. « (Impact) A function of
0 The number of affected resources and th
value (e.g., criticality)
Duration and the mission or operational cost
per unit time

Curtail Limit the duration of an adversary | The time period during which the Damage assessment, in terms of
activity. adversary’s activities have their intended (Time) The duration of an outage or of

effects is limited. degraded functionality

Recover Roll back adversary gains, particularlyThe adversary fails to retain mission Recovery metrics, including
with respect to mission impairment. | impairment due to recovery of the * (Functionality) Level of performance

capability to perform key mission (typically expressed in terms of Measures
operations. Effectiveness (MOES), Measures of
Performance (MOPs), or Key Performance
Parameters (KPPSs)).
(Assurance) Degree of trustworthiness or
confidence in restored resources.

Expunge Remove adversary-directed malware, The adversary loses a capability for someRemoval of malware or of privileges from
repair corrupted data, or damage an| period of time. adversary-controlled resources.
adversary-controlled resource so badly
that it cannot perform any function o
be restored to a usable condition
without being entirely rebuilt.

11
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Defender Goal

Definition

Evidence

Expose (includes

Remove the advantages of stealth from

hehe adversary loses advantages, as

Size and quality of a growing body of

Analyze and adversary by developing and sharing defenders are better prepared. threat intelligence information.
Publicize) threat intelligence.
Analyze Understand the adversary better, based jofihe adversary loses the advantages of| Number and quality (e.g., correctness,
analysis of adversary activities, including uncertainty, confusion, and doubt; the | usefulness) of malware signatures and
the artifacts (e.g., malware) and effects | defender can recognize adversary TTPgscharacteristics.
associated with those activities and Number and quality (e.g., degree of
correlation of activity-specific confirmation) of observables and indicators.
observations with observations from other Distinct threat actors and/or campaigns
activities (as feasible). being observed.
Publicize Increase awareness of adversary The adversary loses the advantage of | Distinct threat actors, campaigns, and/or

characteristics and behavior across the
stakeholder community (e.g., across all
CSIRTs that support a given sector, whig
might be expected to be attacked by the

surprise and possible deniability; the
adversary’s ability to compromise one
forganization’s systems to attack anothe
organization is impeded.

same actor(s)).

TTPs observed by multiple organizations.
Degree of confidence in attribution of events
rto threat actors or campaigns.

©2013 The M
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3.3 Mapping the Proposed Vocabulary to Other Terminologies

As discussed in Section 2, other ways of describing effects on the adversabgéaveentified,

particularly in the context of red team and experimental evaluations. In Tabésd,are
mapped to the set of goals defined in Table 3.

Table 4. Mapping Other Terminology to Proposed Vochulary

Described Effect

Where Described

Defender Goal(s)

Hinder adversary intelligence gathering AWF [5] plede
Shorten time for adversary reconnaissance | WFR [8] Impede, Curtalil
Limit time window for exploitation

Limit the time-value (life span) of adversary| AWF [5] Impede, Curtail

knowledge

Increase adversary resource expenditures

e Time AWF [5], Raytheon [43] | Degrade
e Effort AWF [6], Raytheon [43] | Impede, Disrupt
Limit effectiveness of malware WFR [8] Impede
Limit propagation of malware WFR [8] Contain
Increase adversary’s perceived risk AWF [5] Detdter strategy
Force adversary to move larger files through AWF [5] Degrade
the network
Prevent unauthorized access AWF [6] Prevent
Deter unauthorized access AWF [6] Deter

Change the relative amount of time the
adversary spends on different phases of an
attack

Red Team Lessons-
Learned [2], Raytheon
[43]

Alter strategy

Prevent Microsoft [44], Cyber Prevent
Prep [17]

Detect Microsoft [44], TARA Detect
[18] [45], Raytheon [43]

Contain Microsoft [44] Contain

Recover (reconstitute, restore to a “known | Microsoft [44], TARA Recover

good state”)

[18] [45], Raytheon [43]

Neutralize TARA [18] [45] Prevent, Impede, Degrade,
Delay, Divert

Limit TARA [18] [45] Contain, Curtail

Detect the actions or presence of a TTP Cyber Prep [17] Detect

Disrupt (“Disruptions are any effect a cyber

Raytheon [43]

defense produces that impedes the progress of

an attack through its process.”)

Divert, Prevent, Impede,
Degrade, Delay, Contain, Curta

Reduce dwell time

Raytheon [43]

Curtail, Expunge

Identify conditions that a TTP might exploit

Cyber Prep [17]

9

Deter or prevent the execution of a TTP

Cyber Prep [17]

Deter, Prevent

Materially reduce the effectiveness of a TTR Cyber Prep [17] Degrade
Contain the effectiveness of a TTP to a Cyber Prep [17] Contain

specific physical or logical (e.g., platform,

sub-network) location

Facilitate recovery from the successful Cyber Prep [17] Recover

executionof a TTP

® This does not affect the adversary; it improvesdafender’s knowledge of resources to be defended.

13
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Described Effect

Validate security relevant conditions (e.g.,
identity claims, configurations) that are
intended to counter TTPs

Where Described
Cyber Prep [17]

Defender Goal(s)
- (See note on “Identify
conditions that a TTP might
exploit)

raise awareness of one or more TTPs

Characterize the TTP(s) in use during an Cyber Prep [17] Analyze
attack
Train users, administrators, and developers|t€yber Prep [17] Publicize

Reduce the likelihood of successfully
completing an attack

MORDA [46]

Prevent, Impede, Degrade,
Delay, Contain, Curtail,
Expunge

Increase the likelihood of detection

MORDA [46],y&eon
[43]

Divert, Deceive, Detect

—

graph models [47]

Increase the resources required to execute [HdORDA [46] Divert, Deceive, Prevent,
attack Impede, Degrade, Delay, Deted
Reduce the impact of the attack MORDA [46] Cont&lacover, Expunge
Change the set of possible adversary actions Ghemeetic and attack Preempt, Alter strategy

Place constraints on possible adversary act

ons eGhaoretic and attac
graph models [47]

k Prevent, Impede, Degrade, Del

Ay

Change the costs of possible adversary acti

ons Gamoeetic and attack
graph models [47],
Raytheon [43]

Divert, Deceive, Prevent,
Impede, Degrade, Delay, Deted

—

Change the adversary’s payoff or utility
function

Game-theoretic and attag
graph models [47]

kDetect, Expose, Contain,
Recover, Expunge

Change the adversary’s beliefs
Increase the adversary’s uncertainty about
success

Bayesian attack graph
models, Raytheon [43]

Deter, Deceive

the

Destroy 2006 JP3-13 [20] Preem

Disrupt 2006 JP 3-13[20] Impedfe

Degrade 2006 JP 3-13[20] Impede (efficiency), Degrade
(effectiveness)

Deny 2006 JP 3-13[20] Prevent

Deceive 2006 JP 3-13[20] Deceive, Divert

Exploit 2006 JP 3-13[20] Pre-empt, Deceive (insofar as
exploitation of adversary
malware or C2 channels within
the defended environment
misleads the adversary)

Influence 2006 JP 3-13[20] Deter, Alter strategy

Protect 2006 JP 3-13[20] Prevent

Detect 2006 JP 3-13[20] Detect

Restore 2006 JP 3-13[20] Recover

Respond 2006 JP 3-13[20] Impede, Degrade, Delay,
Contain, Curtail

Prevent CNSS 048-07 [48] Prevent

Prepare CNSS 048-07 [48] Expose

Detect CNSS 048-07 [48] Detect

19 For further discussion of Destroy and Exploit, [4.
1 «Disrupt” in the 2006 JP 3-13 involves impeding édversary by disrupting communications. “impeagtiefined in Table 4
can involve a variety of methods, including sonet tliould fall under the definition of “Disrupt.” Fexample, cyber defenders
could break or interrupt adversary-initiated infation flows, or could terminate adversary-initiafgFdcesses.
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Contain

Described Effect

CNSS 048-07 [48]

Where Described

Defender Goal(s)
Contain

Eradicate CNSS 048-07 [48] Expunge

Recover CNSS 048-07 [48] Recover

Degrade CIE [49] [50] Degrade

Interrupt CIE [49] [50] Impede (see footnote 11)
Modify CIE [49] [50] Preempt, Deceive
Fabricate CIE [49] [50] Deceive, Divert

Unauthorized use

CIE [49] [50]

Deceive (insofadatender use

of adversary malware or C2
channels within the defended
environment misleads the
adversary)

Intercept

CIE [49] [50] Detect

3.4 Mapping to the Cyber Attack Lifecycle

The terms in the proposed vocabulary are not equally relevant to all phases otthatteylik
lifecycle. Table 5 indicates how the different effects might apply, usiew adpresentative
examples of cyber defender actions or countermeasures, drawn from cyiogy ssovell as

resiliency.

Table 5. Relevance of Effects to Phases of the Cyl#dgtack Lifecycle

Redirect

Applie O

See Deter, Divert, and Deceive

Deter

» A cyber campaign as a whole (e.g., adversary igegite about a potentially targeted
organization’s policies and capabilities indicatest attribution and response are likely)

» The set of phases of the cyber attack lifecyclerda®econ (e.g., adversary reconnaissance
indicates that the expected value of carrying autleer attack does not justify the expected
COStS or risks)

Divert

* Recon (e.g., redirection into a honeynet lead thesary to expend resources with no
benefits)

« Deliver (e.g., suspicious emails are diverted tietonation chamber)

« Exploit (e.g., the adversary’s malware installslitin a defender-chosen enclave)

« Control (e.g., the defender directs adversary @ffitrto a black hole)

« Execute (e.g., a DoS attack is focused on a defertdesen target)

Deceive

< Recon (e.g., recon within a honeynet deceive theradry about the topology and contents
the organization’s network)

« Weaponize (e.g., the components or configuratiom lebneynet lead the adversary to deve
attack tools that will not work on the organizatonetwork)

« Deliver (e.g., the adversary sends phishing enaiteogus email addresses)

» Exploit (e.g., the adversary’s malware installslitén a honeynet)

« Control (e.g., honeypots on the organization’srimiénetwork provide the adversary with
false information about the organization and itssiuins, or about the internal network
configuration)

« Execute (e.g., the adversary exfiltrates bogus)data

< Maintain (e.g., honeypots on the organization’srinal network provide the adversary with

false information about the status of resourcesthersary believes compromised or owne

of

15
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Intended Effect Relevance: Intended Effect Applies to ...

Obviate

See Prevent and Preempt

Prevent

Recon (e.g., OPSEC prevents an adversary fromitepcnitical information)
Weaponize (e.g., the adversary cannot develop &g@gainst critical customized
components)

Deliver (e.g., email filtering can prevent delivexfymalware-loaded attachments)
Exploit (e.g., vulnerabilities can be removed, onfigurations changed so that
vulnerabilities are not exposed)

Control (e.g., honeypots on the organization’srimiénetwork can provide the adversary
with false information about the organization atsdnissions)

Execute (e.g., Data Loss Prevention technologiegpoavent certain forms of
exfiltration)

Maintain (e.g., honeypots on the organization’siinal network can provide the
adversary with false information about the statugsources the adversary believes
compromised or owned)

Preempt

All phases

Impede

See Degrade and Delay. In some cases, a cyberdigfantion or countermeasure
simultaneously degrades and delays:

Weaponize (e.g., use of randomizing compilers inegetkvelopment of tailored
malware)

Degrade

Recon (e.g., cryptographic protections against iesdwg sniffing a common carrier
network to gain insight into defender patterns sdge can make the adversary need tg
acquire decryption resources)

Deliver (e.g., use of URL whitelisting means adaeysmust compromise a strongly
protected Web site in order to place malware whtekéll be downloaded by target)
Exploit (e.g., patching and configuration contrcds reduce the number of vulnerable
devices)

Control (e.g., controlled information flows betwesmclaves can make lateral movement
across a network more difficult)

Execute (e.g., data rights management mechanismsake exfiltration harder;
however, steganography and covert channels chbestilsed)

Maintain (e.g., periodic refreshing of virtual mawds from a gold copy can make it
harder to keep copies of malware on the targetoridw

Delay

Recon (e.g., cryptographic protections against iesdwg sniffing a common carrier
network to gain insight into defender patterns sdge can make the adversary’s analysis
take longer)
Exploit (e.g., unpredictable responses can foreattversary to make repeated attempts
before one succeeds)

Control (e.g., non-persistent communications chinren make lateral movement take
longer)

Execute (e.g., data rights management mechanismsake exfiltration require slower
mechanisms such as steganography and covert ceannel

Detect

All phase¥

12 Note that detection of Weaponization activitiesves gathering and analyzing intelligence frorstegns other than those

being defended.
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Intended Effect Relevance: Intended Effect Applies to ...

Limit See Contain, Curtail, Recover, & Expunge
Contain » Recon (e.g., adversary network mapping can beaestrto an Extranet)
* Deliver (e.g., automated quarantine of incomingsagss can restrict delivery to a
detonation chamber)
» Exploit (e.g., automated quarantine and remediat&onsever the connection between gn
exploited resource and other resources)
» Control (e.g., a set of suspected internal netvaoidresses can be quarantined; a sub-
network can be isolated)
» Maintain (e.g., a sub-network can be isolated; ndtweonnections can be restricted
based on mission criticality)
Curtail » Recon (e.g., traffic from a suspected prober cacubeff)
« Deliver (e.g., Web traffic from a suspected watgitiole can be automatically blocked)
» Exploit (e.g., the adversary’s attempt to exploiunerability is curtailed when the
attacked service is terminated)
» Control (e.g., adversary-acquired privileges candveked)
» Execute (e.g., detected exfiltration can be blogked
* Maintain (e.g., compromised resources can be rethfreen enterprise systems /
networks)
Recover » Exploit (e.g., automated quarantine and remediat&mnreturn the exploited resource t¢ a
known good state)
» Control (e.g., re-instantiation of a compromisexv®e that the adversary is using from|a
known good version restores that service)
» Execute (e.g., failover to a backup system carrmetarvice to its required level, in spite¢
of adversary denial-of-service activities)
e Maintain (e.qg., re-instantiation of a compromisediponent from a known good version
restores that service to a trustworthy state)
Expunge « Deliver (e.g., email from a blacklisted source édetled rather than delivered)
» Exploit (e.g., automated quarantine and remediateanremove malware before it can
take any further action)
» Control (e.g., deletion of dropped files can remthae malware they contain before it is
installed)
» Maintain (e.g., removal of a compromised comporewhether or not it is subsequently
re-instantiated or replaced — can remove the adrgsspoint of presence)
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Intended Effect Relevance: Intended Effect Applies to ...

See Analyze and Publicize

Expose

Analyze

Recon (e.g., analysis of usage patterns can pravitieations and warning (1&W) of
adversary recon)

Weaponize (e.g., analysis of the speed with whiehaidversary acquires or develops C
day exploits can reveal adversary resources aategir)

Deliver (e.g., analysis of previous attacks careatdelivery of malicious payloads)
Exploit (e.g., analysis of anomalous behavior @armeal an exploit)

Control (e.g., malware analysis can help identdgnpromised components)

Execute (e.g., analysis of which documents the mave exfiltrated can reveal adversa
intent)

Maintain (e.g., malware analysis that indicates bowocate dormant / hidden malware

[y

Publicize®

Recon (e.g., sharing of information about indicatwan enable I&W of adversary recor
Deliver (e.g., sharing of observables, indicatorssignatures can reveal delivery of
malicious payloads)

Exploit (e.g., sharing of observables, indicatorssignatures can reveal exploits)
Control (e.g., sharing of observables or indicatans reveal lateral movement)
Maintain (e.g., sharing of observables, indicatorssignatures can reveal compromise
components)

Table 6 describes the intended or potential effects on adversary activitieei@ndiinstances or
applications of cyber resiliency techniques. The overarching claim isatatresiliency
technique interrupts the lifecycle of a cyber attack (“breaks” ther égbehain) in one or more
phases, either by preventing an activity in that phase, or by increasing thdecosasing the
benefit, or increasing the risk of one or more activities in that phase. Thereidrenstance of
a resiliency technique is mapped to one or more phases of the cyber attyclelife
Amplification (including definitions of the techniques as well as explamatibthe effects) is
provided in Appendix C. Because Table 5 considers a wider range of countermédasures t
resilience techniques (e.g., conventional cyber security measures), saewientable 5 are
not reflected in Table 6.

13 Note that Publicize affects adversary activitisssgstems and networks belonging to partner orgénizs, or other recipients
of information sharing and publication, while Anzgéyaffects adversary activities on systems andark&sabelonging to the
organization that performs the analysis.
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Table 6. Use of Proposed Vocabulary to Describe Effts of Cyber Resiliency Techniques at Different Adack Phases

Cyber Resiliency Recon Weaponize Deliver Exploit Execute = Maintain
Technique
Adaptive Contain Curtall Prevent| Contain Curtail Contain
Response Curtall Recover Curtall Degrade Curtail
Recover
Analytic Detect Prevent Detect Detect Detect Detect
Monitoring Analyze Analyze Analyze Analyze
Coordinated Impede Impede Detect Detect
Defense Impede Impede
Deception Prevent Deter Deter Deter Deter Deter Deter
Impede Divert Divert Divert Divert Deceive
Divert Deceive | Deceive | Deceive Deceive Deceive Detect
Deceive | Analyze | Analyze | Analyze Detect Degrade | Analyze
Detect Analyze Detect
Analyze Analyze
Diversity Impede Degrade | Recover Degrade
Contain Contain
Recover Recover
Dynamic Divert Divert Divert Divert
Positioning Detect Detect Detect Detect
Curtail Impede Impede Impede
Curtail Curtalil Curtail
Expunge Expunge | Expunge
Dynamic Obviate Obviate | Recover Obviate
Representation Expunge Expunge
Non-Persistence Curtail Curtail Curtalil Curtail
Expunge Expunge Expunge
Privilege Prevent Prevent Prevent Prevent
Restriction Degrade Degrade Degrade Degrade
Delay Delay Delay Delay
Contain Contain Contain Contain
Realignment Impede Prevent | Impede Prevent Prevent Prevent Prevent
Impede Impede Impede Impede Impede
Redundancy Degrade
Curtail
Recover
Segmentation Contain Degrade Impede| Impede Impede Impede
Contain Delay Delay Delay
Contain Contain Contain
Detect Detect
Substantiated Prevent Detect Curtail Detect
Integrity Detect Curtall Recover Curtail
Expunge Expunge | Expunge
Unpredictability Deter Impede Delay Deter
Delay Delay
19
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4 Future Directions

This paper presents an initial vocabulary for stating claims or hypothesestabetiects of
cyber mission assurance decisions on cyber adversary behavior. That isdepeoway to
describe the tactical effects of architectural decisions, technolagieapproaches being
researched, and cyber defender actions on the adversary. The vocabulary is intemalgld to e
claims and hypotheses to be stated clearly and consistently, so that ecatebeedentified
and metrics can be defined to evaluate their validity. This paper illush@tethe vocabulary is
consistent with existing terminology and can be used with multiple modelinghahia
techniques, including Red Team analysis, game-theoretic modeling, ataektt attack graph
modeling, and analysis based on the cyber attack lifecycle.

Claims and hypotheses must be grounded in assumptions about or observations of the threat,
technical and operational aspects of the environments in which they are expéduitetl A
companion document [1] provides an approach to identifying those assumptions. Future work
will apply the vocabulary in the identification and analysis of evidence to confidisawnfirm
claims or hypotheses in multiple environments.

The vocabulary presented in this paper focuses on tactical effects. Futureillvaldownclude
defining a framework for discussing strategic effects on cyber ahess
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Appendix A Acronyms

ADVISE ADversary View Security Evaluation
APT Advanced Persistent Threat
AS&W Attack Sensing and Warning
AWF Adversary Work Factor
BADGERS Building Analysis Datasets and Gathering Experience Rdturns
Security
C2 Command and Control
C3 Command, Control, and Communications
CIE Cyber Impact Effects
CNA Computer Network Attack
CND Computer Network Defense
CNSS Committee on National Security Systems
CCoA Cyber Course of Action
CoA Course of Action
DACCA Decision Analysis to Counter Cyber Attacks
DARPA Defense Advanced Research Projects Agency
DCO Defensive Cyber Operations
DoD Department of Defense
DREAD Damage, Reproducibility, Exploitability, Affected users,
Discoverability
DT&E Developmental Test and Evaluation
FBI Federal Bureau of Investigation
I&W Indications and Warning
ICT Information and Communications Technology
IDART Information Design Assurance Red Team
IETF Internet Engineering Task Force
10 Information Operations
JP Joint Publication
KPP Key Performance Parameter
MODA Multiple Objective Decision Analysis
MOE Measure of Effectiveness
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MOP
MORDA
MTTR
NIST
NSF
OCO
RAJAC
RTWF
SP
STIX
STRIDE

T&E
TARA
TTP

WFR
WOMBAT

Measure of Performance

Mission Oriented Risk and Design Analysis
Mean Time to Recover

National Institute of Standards and Technology
National Science Foundation

Offensive Cyber Operations

Risk-Adaptive Access Control

Red Team Work Factor

Special Publication

Structured Threat Information eXpression

Spoofing identity, Tampering with data, Repudiability,
Information disclosure, Denial of service, Elevation of privilege

Test and Evaluation

Threat Assessment and Remediation Analysis
Tactic, Technique, Procedure

Work Factor Ratio

Worldwide Observatory of Malicious Behaviors and Attack
Threats
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Appendix B Approaches to Adversary Modeling

This appendix examines different approaches to adversary modeling, witratlod gientifying
elements that can be used to make hypotheses and claims about effects onsheyadver
meaningful, useful, and capable of being supported or refuted via analysis and évidence

B.1.1 Game-Theoretic Modeling

Game-theoretic approaches have long been applied to computer and network @saurisi |
[52] [53] [54] [55] for surveys), and are increasingly viewed as useful foe morel cyber
defense techniques (e.g., moving target [56], deception [57]). Roy et al. idergfplskey
weaknesses in conventional approaches to applying game theory to cyber:saamyty
approaches assume perfect information, complete information, or stdter trein dynamic)
games [51]. Meta-game analysis [58], in which aspects of the underlying gacteaoge in
the course of the game, is an attempt to address these weaknesses. In aglthinoia, {59] (or
multi-step [60]) and evolutionary [61] game-theoretic approaches, whichllyaatidress these
weaknesses, are increasingly applied to the security doR1aMT [62] provides a game
framework for understanding stealthy compromise, and enables stratagiplps to be stated
clearly and succinctly [63].

In game-theoretic modeling, key aspects of an adversary to be modeled inttndle i
objectives, and strategies [59]; these (together with resources) can berzathias the
adversary type. To the extent that defender strategies are predicated tadigect or beliefs
about the adversary, determining the adversary type (or more specifisaspagbrovide
defender advantages [64] [65]. Aspects of the game environment that can be vipartdis
the adversary model include the set of possible actions, constraints, costs, and@ayoffs
utilities) applicable to adversaries. Effects on the adversary can beeeja® as changes to
these aspects of the game environment. In meta-game analysis, changes te threvgamment
can also represent effects on the adversary (e.g., changes to the set of poss#aeyabiems).

The formalization of game-theoretic modeling enables hypothesesmsahbut the effects of
a defender action on the adversary to be stated in terms of modeling consheotenis can be
proven, to provide (sometimes counter-intuitive) insights about cost-effective elefdtaker
and defender strategies can be examined, and Nash equilibrium strategiedeavelde [66].
Metrics for effects on the adversary can be derived, e.g., as changes incexpkms of utility
functions. Empirical studies to validate predicted effects can be suggested [67].

B.1.2 Attack Graph Models

While graphical models of games are used in game theory, [@8ck trees [69] (and more
generally, attack graphs), these models are historically moreddtafault trees [70]. Attack
trees and attack graphs are used in risk analysis [71], vulnerability anfig$j and

penetration testing [73]. A variety of automated tools for attack graphmagiemeand analysis

14 Metrics, based on measurements and observatiana, lighly desired form of evidence. The bodyathcheeded to evaluate
metrics may be too sparse for metric values to éanimgful. However, analysis of such data as enristg still provide evidence
to support or refute hypotheses or claims.

15 See[93] for a discussion of attack graphs and gamerthe
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have been developed and applied [74] [75] [47], supplemented with approaches to problems of
scalability [76] [77].

MORDA (Mission Oriented Risk and Design Analysis) incorporates attaek, together with
models of the adversary, the user, and service providers [46]. An adversarythatsp@ssble
attacks and an attack preference function, which reflects the adversdnganodel. For the
value model in [46], four adversary objectives are identified: maximize thénbkel of
successfully completing an attack, minimize the likelihood of detection, nzaithe resources
required to execute the attack, and maximize the impact of the attack; quealitdtie scales are
included for minimizing the likelihood of detection and for mission impact of a densdfgice
attack. An effect on the adversary would be represented as a change in thergd\adgity to
achieve one or more of these objectives.

MORDA applies MODA (multiple objective decision analysis) primarilyptssible defender
activities, but MODA can also be applied to the adversary [46]. DACCA (Decisioyss &b
Counter Cyber Attacks [78] [18]) defines attack attractiveness as a ctimbiolattacker
objectives, resources, and risk. An effect on the adversary would be representbdragean
one or more elements of attack attractiveness.

Attack graphs, while represented in different ways, can be mapped to a reggir@seainsisting
of nodes and arcs, where an arc represents an attack that changes théhstaiestem and a
node represents a state of the system (including attacker capabj4fig¢$ Depending on the
specific attack tree or attack graph model, an attack (a traversal o&fiteay tree) can have an
associated likelihood of success, payoff or utility to the attacker, or combiniagioexXpected
payoff). Exploitation graphs enable AWF to be evaluated in several ways, inchglihg
number of branches; minimum, maximum, and average path length; and minimum, maximum,
and average cost for each path [79]. An approach to aggregating the resultkafragith
analysis and metrics addresses weaknesses in the use of these onatrigsare the relative
security of different attack graphs [80]. The ADVISE (ADversary ViewuigcEvaluation)
method [81] [82] provides a rich attack graph representation, in which effet¢ts adversary
can involve changes to the attractiveness, cost, probability of detection, antkdxyeyoff of

an attack step to the adversary (within a specified time horizon).

Bayesian attack graphs enable adversary beliefs and attack evidence taderexbirs
assessing likelihoods [83]In this context, effects on the adversary include changes in the
adversary’s knowledge and beliefs.

B.1.3 Cyber Attack Lifecycle Modeling

The recognition that attacks or intrusions by advanced cyber adversames agganizations or
missions are multistage, and occur over periods of months or years, has led telibyenoent
of models of the cyber attack lifecy&leA model of the cyber attack lifecycle is frequently
referred to as a “cyber kill chain.” An initial cyber kill chain model was tged by Lockheed

18 Other representations use different types of nealespresent, for example, system state and a&ftakions, with arcs
representing pre- and post-conditions of attackgomas [71].

17 Bayesian networks derived from attack graphs mames commonly considered the defender’s beliefseatidence [89] [90].
18 NIST SP 800-30 uses the phrase “cyber campaigdésaribe the cyber attack lifecycle [35]. Howeweme prefer to
reserve the phrase “cyber campaign” to apply tdipialintrusion attempts, sometimes involving nplkiorganizational targets
and/or non-cyber attack vectors.
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Martin [39]. In a subsequent paper [40], six types of effects on the adversargtastngith the
2006 version of JP 3-13, are considered: detect, deny, disrupt, degrade, deceive, and destroy.

MITRE uses a slightly different version [34], consistent with NIST SP 800-30 Rev.land5]
the Guidelines for Cybersecurity DT&E [84]. As illustrated in Figure 1, therctibeck
lifecycle includes seven phases:

* Phase 1, Recon (or Perform Reconnaissance): The adversary identifies @andrge
develops intelligence to inform attack activities. The adversary develdps 0 achieve
desired objectives.

* Phase 2, Weaponize: The adversary develops or acquires a harmful mechanism (e.g.,
tailored malware, 0-day exploits) and places it in a form that can be deliveaad t
executed on the target device, computer, or network. For example, malwédozed ta
a target system and inserted into a document; a compromised component that includes a
backdoor is developed for insertion into the supply chain for network components.

* Phase 3, Deliver: The mechanism is delivered to the target system. Forexaitgked
malware is included in an attachment to a spearphishing email; compromised cot®ipone
inserted in the supply chain are integrated into a target network.

* Phase 4, Exploit: The initial attack on the target is executed. A vulnerabilitplted,
and malware is installed and activated on an initial target system.

* Phase 5, Control: The adversary employs mechanisms to manage the iiggial ta
perform internal reconnaissance, and compromise additional targets \aarniaigement
and privilege escalation. The structure of the cyber attack lifecyaeussive — within
the control phase, the entire attack lifecycle can be carried out.

* Phase 6, Execute: Leveraging numerous techniques, the adversary execuéesahd pl
achieves desired objectives.

* Phase 7, Maintain: The adversary maintains a long-term presence on targes,devic
systems, or networks. To do so, the adversary may erase indications of prior poesence
activities.

Recon Deliver Control Maintain

Weaponize Exploit Execute

Proactive Detection Mitigation Incident Response & Cyber Resiliency

Figure 2. The Cyber Attack Lifecycle

Variant attack lifecycles are common. Most focus on exfiltration of semgitformation as the
adversary’s objective. For example, an ARDA Workshop designed a version totehaea
activities by insiders [85]: reconnaissance, access, entrenchmentiagiqripcommunication,
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manipulation, extraction & exfiltration, and counter intelligence. Raytheon [48]aisix-phase
model: Footprint, Scan, Enumerate, Gain Access, Escalate Privileges|fandell
Secureworks identifies 12 stages: define target, find and organize acmsnpliild or acquire
tools, research target infrastructure/employees, test for detectionymeplo initial intrusion,
outbound connection initiated, expand access and obtain credentials, strengthen foothold,
exfiltrate data, and cover tracks and remain undetected [42]. HP uses a fivetplasee:
research, infiltration, discovery, capture, and exfiltration [86].

Other attack lifecycles do not specify the adversary’s objectives, andnfbie eyber attacks
that directly impact organizations and their missions (e.g., via denial ofeseriadata
corruption or falsification) to be represented. Microsoft researchers dthentified a set of ten
“base types” of actions: reconnaissance, commencement, entry, foothold neteeahent,
acquire control, acquire target, implement / execute, conceal & maintainjtaddew [41].
Mandiant [38] describes an attack lifecycle consisting of Initial ReoatiiallCompromise;
Establish a Foothold; a cycle of Escalate Privileges, Internal Recon, Mwe&eally, and
Maintain Presence; and Complete Mission. Threat reports also describendilifecycle
structures; for example, Sophos [23] outlines Blackhole and Andr/Boxr campaigns.

B.1.4 Modeling Adversary Characteristics

Game-theoretic, attack graph, and cyber attack lifecycle models a@syptieitly or explicitly)
characteristics of the adversary. Models of adversary charactedan be high-level, for

example, capability, intent, and targeting [35] [17]. Levels or tiers of sahescan be
characterized [87], differentiated by such characteristics as corantiand resources (for

which component attributes can be defined) [88]. To be useful and internally consistent, an
discussion of effects on the adversary needs to be grounded in clear assumptions alsany adver
characteristics.

The Cyber Impact Effects (CIE) language has been developed to describesiba mgpacts of
cyber attacks [49] [50]: degradation, interruption, modification, fabrication, unazegdarse,
and interception. Those impacts can be used to describe adversary objectivesnapdsent
of intent reflected in the Execute stage of the cyber attack lifecycle I8sser extent, the
impacts can also be viewed as intended effects of defender activities on thargdhersever,
that view is most relevant in the context of Offensive Cyber Operations (OCTangputer
Network Attack (CNA), which is outside the scope of this document.
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Appendix C  Detailed Analysis of Effects of Cyber Resiliency
Techniques on the Adversary

This Appendix provides details on the mapping of cyber resiliency techniques ®istége
cyber attack lifecycle presented in Table 6. Each technique — described dsrspaet
architecture, service, system, network, or system-of-systems does —snicindigonal
capabilities as well as architectural (and, to a lesser extent, opafpipproaches. For each
phase (or set of phases), intended or potential effects of the capability or apprdhe
adversary are described, using the proposed vocabulary. It must be emphasizedighat thi
notional mapping; for a given instance or implementation, a more specific descapthe
effects on the adversary can be given, analyzed to identify potential evideth¢teea evaluated
in light of evidence gathered in an evaluation environment.

Table 7. How Adaptive Response Could Affect Adversg Activities

Adaptive Response: Take actions in response to irditions that an attack is underway based on attack
characteristics

Phase of

Cyber
Attack
Lifecycle

Capability or Approach Effect on Adversary

Dynamic Reconfiguration: Make Curtail: The adversary’s knowledge of resesiand

changes to an element or configuration becomes outdated.
constituent system while it Contain: The resources against which the adversary
continues operating conduct recon are restricted.

Weaponize Degrade: The adversary’s developmertaurisition of
exploits is based on outdated or incorrect premisaking
the exploits less effective.

Deliver Curtail: The adversary’s delivery mechansiops working.

Exploit Prevent: The adversary’s exploit is basedotdated
premises.

Control, Contain: The adversary’s activities are limiteddsources

Maintain that have not been reconfigured.

Curtail: Reconfiguration (e.g., changing internal
communications or call paths) renders the adveisary
activities ineffective.

Execute Prevent: Reconfiguration (e.g., blockinggand protocols)
renders ineffective the activities the adversanylddake to
achieve mission.

Dynamic Reallocation:Make Control, Curtail: Resource reallocation removes resouraes the
changes in the allocation of Execute, adversary’s control.

resources to tasks or functions Maintain

without terminating functions or | Execute Degrade: Resource reallocation enablesamissntinuity at
processes some level, reducing the effectiveness of the adrgts

goal of denying mission capabilities.
Recover: Resource reallocation enables recovenyiggion
functions when the adversary’s goal is denial ofise.

Dynamic Composability: Replace | Control, Contain: The adversary's activities are limiteddeources
software elements with equivalent Execute, that conform to behavioral templates (e.g., intafa call
functionality without disrupting Maintain sequences, implementation languages and librahas)
service existed when the adversary began probing; thuerdat

movement is restricted.
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Table 8. How Analytic Monitoring Could Affect Adversary Activities

Analytic Monitoring: Gather and analyze data on anongoing basis and in a coordinated way to identify
potential vulnerabilities, adversary activities, ard damage

" Phase of Cyber
Capability or Approach Attack Lifecvcle

Effect on Adversary

n

[72)

t of

different elements, together with
externally provided threat intelligence
to look for indicators of adversary
activity that span elements; to identify
attack trends; and (in conjunction with
Malware and Forensic Analysis) to

develop threat intelligence

Monitoring: Monitor and analyze Recon, Detect: Monitoring provides indications and
behavior and characteristics of elementeliver, warning (I&W) or attack sensing and warning
to look for indicators of adversary Control, (AS&W), making the adversary’s activities
activity Maintain visible to defenders.
Malware and Forensic Analysis: Deliver Prevent: The use of a detonation chambrer fo
Analyze artifacts left by adversary suspected malicious emails or attachments caf
activities, to develop observables, prevent delivery.
indicators, and adversary TTPs Deliver Analyze: The adversary’s TTPs and capabilitie
Exploit, are better understood.
Control,
Maintain
Damage Assessmenfnalyze Exploit, Detect: Damage assessment reveals the exten
behavior, data, and system artifacts to Execute the effects of adversary activities.
determine the presence and extent of
damage
Sensor Fusion and AnalysisFuse and| Recon, Detect: Sensor fusion enables enhanced 1&W
analyze monitoring data and Control, AS&W, making the adversary’s activities visiblé
preliminary analysis results from Maintain to defenders.

Analyze: Sensor fusion enables more complete
and comprehensive analysis of adversary
activities.

or

a)

2}
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Table 9. How Coordinated Defense Could Affect Advesary Activities

Coordinated Defense: Manage adaptively and in a codinated way multiple, distinct mechanisms to defed
critical resources against adversary activities

Phase of Cyber

Capability or Approach Attack Lifecycle

Effect on Adversary

Technical Defense-in-DepthMake use | Weaponize Impede: The adversary must develop arigcq
of multiple protective mechanisms, exploits effective against multiple defensive
applied at different architectural layers ar technologies to be successful.
locations Exploit Impede: The adversary must use multiplel@ip

to obtain a foothold.
Coordination and Consistency Control, Detect: Inconsistencies (e.qg., in configurations jor
Analysis: Apply processes, supported by Maintain in privilege assignments) provide indications of
analytic tools, to ensure that defenses are adversary activities.

applied and cyber courses of action are
defined and executed in a coordinated,
consistent, and non-disruptive way

Adaptive Management: Change how Control, Impede: The adversary must adapt to changing
defensive mechanisms are used based [oklaintain processes.
changes in the operational and threat
environment
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Table 10. How Deception Could Affect Adversary Actiities

Deception: Use obfuscation and misdirection (e.gdjsinformation) to confuse or mislead an adversary
Phase of

Capability or Approach

Masking: Obfuscate data o
system behavior (e.g., via

Cyber Attack

Lifecycle
Recon

Effect on Adversary

Prevent: The adversary cannot make the aligers needed to
inform further activities.

encryption or function Execute Degrade: The adversary cannot reliablyriahiie which targets

hiding) are valuable, and hence must either try to affementargets
(e.g., exfiltrate more files, bring down more VMkan necessary
to achieve objectives, or accept more uncertaistipa
effectiveness.

Repackaging: Transform Recon Impede: The adversary must perform additianalysis to

data using closely held determine or acquire the utility of repackaged datg.,

mechanisms configuration files).

Execute Degrade: The adversary cannot make adiefferse of target
data (e.g., the adversary must make additionasfoamations,
possibly with data loss).

Misdirection / Simulation: | Recon Divert: The adversary is directed to falsgdts; the adversary’s

Create and maintain false
target environments (e.g.,
deception environments) an
direct adversary activities tg
them

d

efforts are wasted.

Deceive: The adversary develops false intelligeaimaut the
defender’s cyber resources, mission / businesgiamc
dependencies, or TTPs.

Analyze: Analysis of adversary activities increasaderstanding
of adversary TTPs, capabilities, intent, and tanget

Weaponize Deceive: The adversary develops or azsjaxploits compatible
with the deception environment rather than the afemal
environment; the adversary’s efforts are wasted.

Exploit Deceive: The adversary’s exploits falsgiypeaar to succeed and
grant access to targets; the adversary's effoetsvassted.
Analyze: Analysis of the adversary’s exploits irases
understanding of adversary TTPs and capabilities.

Deliver, Divert: The adversary’s efforts are wasted on ftdsgets.

Control, Analyze: Analysis of adversary activities increasederstanding

Execute, of adversary TTPs, capabilities, intent, and tanget

Maintain

Dissimulation / Recon, Detect: The adversary’s use of fabricated contath de.g.,
Disinformation: Create Control, configuration, network topology, or asset inventdaga) serves
false target data (e.qg., Execute, as an indicator of adversary activity.
fabricating documents or | Maintain Deceive: The adversary’s knowledge about missiathedender
data stores, creating false activities is incomplete or (if defenders placeséainformation on
target data or simulating a C3 paths to which the adversary has access) false.
non-existent application) or| Recon, Detect: Attempts to access fabricated targets gesvan
operational data (e.g., Execute indication of adversary activities.
simulated traffic, simulated Divert: The adversary directs efforts at fabricat@gets (e.qg.,
configuration data), or fabricated mission, configuration, or topology data
provide deliberately Weaponize Deceive: The adversary’s efforts arecbanefalse information
confusing responses to (e.g., configuration data) and thus are wasted.
adversary requests Impede: The adversary must develop or acquire éspéfective
against multiple technologies.
Analyze: Analysis of adversary activities increasaderstanding
of adversary TTPs, capabilities, intent, and tanget

All phases Deter: Adversary reconnaissance falsely indicdtasthe

post-Recon expected value of carrying out a cyber attack amegustify the

expected costs or risks.
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Table 11.How Diversity Could Affect Adversary Activities

Diversity: Use a heterogeneous set of technologi@sg., hardware, software, firmware, protocols) andlata
sources to minimize the impact of attacks and forcadversaries to attack multiple different types of
technologies

Capability or Approach

Architectural Diversity /
Heterogeneity: Use multiple sets
of technical standards, different
technologies, and different
architectural patterns, thereby
accommodating different

Phase of
Cyber
Attack

Lifecycle

Control,
Maintain

Effect on Adversary

Degrade: The adversary must control a set of comisex
resources with different characteristics (requirgngater
expertise and effort).

Contain: The adversary is limited to controlling
compromised resources about which they have egpaatid
for which they have control tools.

components that provide the sam
functionality

eExecute

Recover: Recovery from the mission effetedversary
activities can create opportunities for further edary
activities. Secure recovery is facilitated by ustegnponents
against which the adversary does not have exmloitentrol
tools.

Weaponize Impede: The adversary must develop aricexploits
effective against variant implementations.
Design Diversity / Heterogeneity: | Weaponize, | Same as for Architectural Diversity / Heterogeneity
Use different designs to meet the| Control,
same requirements or provide Execute,
equivalent functionality Maintain
Dynamic or Synthetic Diversity: | Control, Degrade: The adversary must control a set of comisex!

Transform implementations so tha
for no specific instance is the
implementation completely
predictable

aitMaintain

resources with different characteristics.

Command, Control, and Control, Recover: Recovery from the mission effects of aser

Communications (C3) Path Execute, activities is facilitated by the use of C3 pathsvuch the
Diversity: Provide multiple paths, | Maintain adversary lacks access (e.g., out-of-band commtimica
with demonstrable degrees of among defenders).

independence, for information to

flow between elements

Information Diversity: Provide | Control, Degrade: The adversary must modify or replace pialti

information from different sources
or transform information in
different ways

Execute,
Maintain

different versions of information in order to cgstumission
or system information without detection.

Recover: Reconstruction of mission or system inftiom is
facilitated by having multiple sources.
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Table 12. How Dynamic Positioning Could Affect Advesary Activities

Dynamic Positioning: Use distributed processing andynamic relocation of critical assets and sensote
change the attack surface

Phase of Cyber

Capability or Approach Attack Effect on Adversary
Lifecycle
Functional Relocation of Sensors: Recon, Detect: The adversary’s ability to remain
Relocate sensors, or reallocate responsibjliGontrol, hidden, assuming a fixed monitoring
for specific sensing tasks, to look for Execute, infrastructure, is decreased.
indicators of adversary activity, and to Maintain
watch for adversary activities during
recovery and evolution
Functional Relocation of Cyber Assets: | Recon, Divert: The adversary focuses activities on
Change the location of assets that provide Control, defender-chosen resources.
functionality (e.qg., services, applications) orExecute, Curtail: The period in which adversary activities
information (e.g., data stores), either by | Maintain are effective against a given location or instarjce
moving the assets or by transferring of an asset is limited.
functional responsibility Control, Expunge: Compromised running software is
Execute, deleted, if relocation involves re-instantiating
Maintain software from a clean version.
Physical Asset Mobility: Physical assets | Recon, Curtail: The period in which adversary activities
(e.g., platforms or vehicles, mobile Control, are effective against a given location or instarjce
computing devices) are physically relocatedExecute, of an asset is limited.
Maintain
Distributed Functionality: Functionality Control, Impede: The adversary must compromise more
(e.g., processing, storage, communicationsfxecute, elements in order to deny or corrupt
is distributed across multiple elements Maintain functionality.

Table 13. How Dynamic Representation Could Affect Aversary Activities

Dynamic Representation: Construct and maintain dynanic representations of components, systems,
services, mission dependencies, adversary activiieand effects of alternative cyber courses of aoti

Phase of Cyber
Attack Lifecycle

Capability or Approach

Effect on Adversary

Dynamic Mapping and Profiling: Control, Expunge: Discovered software or components

Maintain current information about Maintain that do not fit asset policy requirements can be

resources, their status, and their connectiyity removed.

Dynamic Threat Modeling: Maintain Recon, Obviate: Information about threat activities and

current information about threat activities | Control, characteristics enables selection of cyber

and characteristics (e.g., observables, Maintain courses of action to prevent the adversary from

indicators, TTPs) achieving (what the defender perceives as) their
objectives or to take preemptive action.

Mission Dependency and Status Execute Recover: Recovery of mission capabilitiemf

Visualization: Maintain current informatior adversary activities is facilitated by knowledge

about mission dependencies on resources, of which resources were or will be needed.

and the status of those resources with

respect to threats

CoA Analysis: Maintain a set of alternative Recon, The effects are indirect; by defining

CoAs, with supporting analysis of resource Control, adequately-resourced CoAs, cyber defenders

requirements, contingencies for meeting | Execute, can identify intended effects and select CoAs to

those requirements, and effects of CoAs grMaintain achieve those effects.

current and future mission capabilities
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Table 14. How Non-Persistence Could Affect AdversgrActivities

Non-Persistence: Retain information, services, anconnectivity for a limited time
Phase of
Cyber
Attack

Lifecycle

Capability or Approach

Effect on Adversary

Non-Persistent ServicesServices | Exploit Curtail: The adversary’s attempt to expitulnerability is
are refreshed periodically and/or curtailed when the attacked service is terminated.
terminated after completion of a | Control, Curtail: The period during which adversary actastiare
request Execute effective against a given instance of a servidariged.
Maintain
Exploit, Expunge: Compromised services are terminated when n
Control, longer needed; if re-instantiated from a cleaniversew
Maintain instances will not be compromised.
Non-Persistent Information: Execute Curtail: The period during which the adaeysan acquire
Information is refreshed to a mission or control information is limited, as tmédrmation
known trusted state and deleted is deleted when no longer needed.
when no longer needed
Non-Persistent Connectivity: Control, Curtail: The period during which the adversary osake use
Connections are terminated after | Execute, of a C3 channel is limited.
completion of a request or after a| Maintain
period of non-use

Table 15. How Non-Persistence Could Affect AdversgrActivities

Privilege Restriction: Restrict privileges requiredto use cyber resources, and privileges assignedusers
and cyber entities, based on criticality and trustto minimize the potential consequences of advensa
activities

Phase of Cyber
Attack
Lifecycle
Privilege Management:Define, Exploit,
assign, and maintain privileges | Control,
associated with end users and cyp&xecute,
entities (e.g., systems, services, | Maintain

devices), based on established tryst
criteria, consistent with principles
of least privilege

Capability or Approach Effect on Adversary

Contain: Privilege-based usage restrictions liimit t
adversary’s activities to resources for which thisd
credentials the adversary has obtained allow use.
Delay: The adversary’s lack of credentials delayeas
to restricted resources.
Prevent: The adversary’s lack of credential prevent
access to restricted resources.

Privilege-Based Usage Exploit, Prevent: Privilege-based usage restrictions pretent
Restrictions: Define, assign, Control, adversary from accessing critical or sensitive ueses.
maintain, and apply usage Execute, Contain: Privilege-based usage restrictions lifmt t
restrictions on cyber resources Maintain adversary’s activities to non-critical resourcastoo
based on mission criticality and resources for which the false credentials the adwgr
other attributes (e.g., data has obtained allow use.
sensitivity) Degrade: The adversary’s lack of credentials delays
access to restricted resources or requires thesatyeo
invest more effort to circumvent access controls.
Dynamic Privileges: Elevate or Exploit, Delay: The adversary must obtain additional priyée in
deprecate privileges assigned to a Control, order to perform activities.
user, process, or service based onExecute,

transient or contextual factors (e.(

j.Maintain

using RAdJAC)

Table 16. How Realignment Could Affect Adversary Ativities
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Realignment: Align cyber resources with core aspestof mission/business functions, thus reducing the
attack surface

Capability or Approach

Purposing: The mission purposes of

Phase of Cyber

Attack

Lifecycle

Deliver,

Impede: The adversary cannot take advantag

Effect on Adversary

e of

=

functions, services (including connectivity| Exploit unnecessarily risky uses of resources (e.g.,
as well as processing), information, and exposure of services to the Internet without
systems are identified, to prevent uses that offsetting mission benefits).
increase risk without any corresponding
mission benefit
Offloading / Outsourcing: Supportive but | Deliver, Impede: The set of opportunities the adversar
non-essential functions are offloaded to a| Exploit can take advantage of is reduced.
service provider that is better able to support
the functions
Customization: Critical components are | Weaponize Prevent: The adversary lacks insightdrital
custom-developed or re-implemented customized components, and thus cannot
develop exploits.
Impede: The adversary must develop exploits
against customized components.
Restriction: Risky functionality or Deliver, Prevent: The functionality or connectivity can
connectivity is removed, or replaced with | Control, no longer be used by the adversary.
less-risky implementations Execute, Impede: The set of opportunities the adversar
Maintain can take advantage of is reduced.
Agility / Repurposing: System elements | Recon, Impede: The adversary must invest additional
are repurposed to provide services, Control, resources to maintain a current visualization ¢
information, and connectivity to meet new| Maintain system elements.
or changing mission needs
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Table 17. How Redundancy Could Affect Adversary Advities

Redundancy: Maintain multiple protected instances bcritical resources (information and services)

Capability or Approach

Phase of Cyber

Attack

Effect on Adversary

Lifecycle

ary

ary

ary

Surplus Capacity / ResourcesExtra Execute Degrade: The extent to which the adversary
capacity for information storage, processing, causes mission functions (e.g., data retrieval,
or communications is maintained processing, communications) to cease or slovy is
limited.
Recover: Recovery from the effects of advers
activities is facilitated.
Backup and Restore:Functionality is Execute Curtail: The time during which the adveysar
maintained to back up information and causes mission functions (e.g., data retrieval,
software (including configuration data) in a processing, communications) to cease or slow is
way that protects its confidentiality, limited.
integrity, and authenticity, and to restore i Recover: Recovery from the effects of advers
in case of disruption or destruction activities is facilitated.
Replication: Information and/or Execute Degrade: The extent to which the adversary
functionality is replicated (reproduced causes mission functions (e.g., data retrieval,
exactly) in multiple locations processing, communications) to cease or slovy is
limited.
Recover: Recovery from the effects of advers
activities is facilitated.
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Table 18. How Segmentation / Separation Could Affe@dversary Activities

Segmentation / Separation: Separate components, systems, and systems (logically or physically) basen
criticality and trustworthiness, to limit the spread of damage

Phase of Cyber

Capability or Approach Attack Effect on Adversary
Lifecycle
Modularity / Layering: Define and Exploit, Impede: The adversary must do additional wark
implement services and capabilities in a | Control, (e.g., obtain additional privileges) to gain access
modular way, and in a way that respects th&xecute, to protected regions (e.g., in a ring architecture)
differences between layers in a layered | Maintain
architecture, to enable separation,
substitution, and privilege restriction based
on criticality
Predefined SegmentationDefine Recon, Contain: The adversary’s activities (e.g.,
enclaves, segments, or other types of Control, perform network mapping, propagate malware,
resource sets based on criticality and Execute, exfiltrate data or bring down servers) is
trustworthiness, so that they can be Maintain restricted to the enclave on which the adversary
protected separately and, if necessary, has established a presence.
isolated Deliver Degrade: The number of possible targets to
which malware can easily be propagated is
limited to the network segment.
Control, Detect: Adversary activities involving C3 across
Execute network segments that violate policies enforced
at barriers between segments are detected.
Control, Delay: The adversary’s ability to perform C3 i
Execute, delayed, as the adversary must find ways to
Maintain overcome barriers between network segments.
Dynamic Segmentation / Isolation: Recon, Contain: The adversary's activities (e.g., observe
Change the definition of enclaves or Exploit, characteristics of running processes, insert
protected segments, or isolate resources,| Control, malware into running process, control
while minimizing operational disruption Execute, compromised process, use compromised process
Maintain to achieve mission objectives, maintain cover
presence in running process) are limited to the
set of processes or services within a segment]
(e.g., with a specific set of characteristics or
context).
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Table 19. How Substantiated Integrity Could AffectAdversary Activities

Substantiated Integrity: Ascertain that critical services, information stores, information streams, ad
components have not been corrupted by an adversary

Capability or Approach

Phase of
Cyber
Attack

Effect on Adversary

Lifecycle

Integrity / Quality Checks: Apply | Deliver Prevent: Malware payloads the adversaestid deliver
and validate checks of the integrity (e.g., counterfeit software updates, email attactig)er
or quality of information, software embed in apparently harmless objects (e.g., doctghare
or devices discarded or quarantined before the malware caloiexp
vulnerability.
Detect: The attempted delivery of malware payldads
detected.
Execute Recover: Contaminated data is removedyrmegtmission or
control data to a known good state.
Control, Detect: The presence of contaminated data or camipeal
Maintain software that the adversary seeks to maintaintiscikd.
Expunge: Software or data that does not meet iityegr
requirements is removed, thus removing or reduttieg
adversary’s foothold.
Provenance Tracking:ldentify Deliver Detect: The adversary’s attempts to dels@npromised
and track the provenance of data, data, software, or hardware are detected.
software, and/or hardware elementgxecute Expunge: Compromised elements are ideshfiethey can
be removed.
Behavior Validation: Validate the | Control, Detect: The presence of adversary-controlled ps&Ees
behavior of a system, service, or | Execute, detected by peer cooperating processes.
device against defined or emergenMaintain Curtail: Adversary-controlled processes are isolate
criteria (e.g., requirements, patterns terminated by peer cooperating processes.

of prior usage)

Table 20. How Unpredictability Could Affect Adversay Activities

Unpredictability: Make changes frequently and randamly, not just in response to actions by the adversa™
Phase of

Capability or Approach

Unpredictable Behavior: Changes
are made to reduce an adversary
ability to predict future behavior

Cyber

Attack
Lifecycle
Recon,
sControl

Effect on Adversary

Deter: The adversary is frustrated by uncertaibiyua
possible targets.

Delay: The adversary must observe targets oveki@meed
period to gain knowledge of possible attack vectors

Weaponize Impede: The adversary must invest mdoet,ebr try more
variations over time, to handle unpredictable
implementations or configurations.

Exploit Delay: The adversary must make repeatesngits before

one succeeds.

19 Note that Unpredictability is used in conjunctigith Dynamic Positioning, Non-Persistence, and Biitg, to enhance the

effectiveness of those techniques.
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