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Abstract 
This article provides an overview of research in multimodal language processing and

associated resources. It defines multimodal processing, describes key challenges, identifies

potential benefits, and outlines the major tasks, including multimodal input interpretation,

multimodal output generation, and multimodal information access. The article exemplifies

the state of the art in multimedia and multimodal processing, describes multimodal

language resources and annotation, and finally presents a 2003-2006 roadmap that points

the way to the future.
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Introduction 
Human-human communication by its nature exploits multiple input and output modalities. 
Humans draw upon a rich mixture of communicative mechanisms such as speech, gesture, 
gaze, facial expression, and body posture for face-to-face communication as well as 
communication via computers and via artifacts such as video. Equipping computers with 
human-inspired multimodal facilities should enhance the naturalness of human computer 
interaction. Designed wisely, we might also improve communicative speed and accuracy. 
And we might even enhance human-human computer-mediated interaction by increasing 
the bandwidth of communication (which occurs today primarily via keyboard and mouse), 
increasing signal-to-noise ratio, increasing the learnability of interfaces, and increasing the 
joy of the interactive experience. 

To achieve these benefits, several national and international programs focus on multimodal 
resources, including the United States DARPA Human Language Technology (HLT) 
program, the European Union HLT program under FP5-IST, the German Mensch-Technik-
Interaktion (MTI) Program1, the Francophone AUF program, and others. The European 
6th Framework program (FP6)2, planned for a start in 2003, includes multilingual and 
multisensorial communication as major research and development issues. Multimodal 

1 http://www.dlr.de/IT/IV/MTI 
2 http://www.cordis.lu/rtd2002/fp-debate/fp.htm 
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resources are necessary to enable technology development, evaluation, and application 
maturation. 

Definitions 
Following Maybury and Wahlster (1988), we distinguish media, modes, and codes. By 
medium we mean the material on which or through which information is captured, 
conveyed or interacted with (i.e., text, audio, video). In contrast, we use mode to refer to 
the human perceptual systems that enable sensing (e.g., visual, auditory, tactile modalities). 
Both media and modes may be formalized in a variety of syntactic, semantic, and 
pragmatic languages, so we also define the notion of code which includes representations 
for and interrelations among language, graphics, gesture, and so on. By multimedia, 
multimodal, and multicodal, we imply the synergistic combination of two or more of these. 

Grand Challenges 
A number of visionary capabilities could be enabled by multimedia and multimodal 
processing. Two examples of these capabilities and associated grand challenge problems 
include: 

Intelligent Multimodal Interfaces: The interpretation and generation of cross media input 
and output, tailored to the specific needs and desires of the user. This requires multimedia 
input interpretation, including the ability to understand ambiguous, impartial or 
inconsistent cross modal input. It also implies tailored multimedia presentation generation, 
wherein both the selection of content and its form of presentation (media and modalities) 
are dynamically adapted to the situation and needs of the user. Finally, cross media 
interaction management means the system is actively monitoring the content, computing 
platform, environment, and user’s choice of and reaction to media and modalities to modify 
its behavior to optimize the likelihood of communication success. 

Intelligent Multimodal Presentation Planning: The automated selection of relevant 
content, structuring and ordering of material, allocation of content to media, design, 
realization, and coordination of media and modalities, and generation of effective layout. 
This is aimed at providing tailored information presentation sensitive to the user, domain, 
task, available media and modalities, and application environment. This is necessary to 
ensure a coherent, cohesive, and effective presentation. 

Multimedia Content Understanding: The processing of multimedia artifacts (e.g., 
captioned images, broadcast news video, surveillance or meeting video) to interpret the 
simultaneous speech, non-speech audio, (still and motion) imagery, and any associated text 
streams (e.g., camera meta data, closed captions) to including retrieval, extraction, 
summarization, visualization and so on. This would enable a range of applications such as 
advanced video analysis, personalized news, meeting information access, and automated 
behavior interpretation. These applications may rely upon the ability to transcribe, retrieve, 
translate, extract, summarize, visualize, or in general analyze content from possibly 
massive, heterogeneous, multilingual, and multimedia archives. 
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Benefits 
There are multiple potential benefits from having a computer system support multimodal 
interaction. These include: 

Flexibility – With multiple methods of interaction, users have a choice of input and/or 
output media. This might be necessary, as in the case of a user who is unable to 
communicative via a particular modality such as speech, vision, or gesture (e.g., blind, 
deaf, paraplegic). 

Efficiency – Certain tasks can be performed more quickly with appropriate input or output 
devices. For example, selection of geospatially attributed (e.g. designating a preferred 
region on a map when searching for houses or apartments) might be more efficiently 
accomplished with a hand/pen gesture. In contrast, selecting a subset of objects based on an 
abstract property (e.g., the price of the house) can be accomplished more rapidly using 
language or selecting from a menu rather than selecting individual objects. 

Task Effectiveness – certain tasks are performed more accurately, with fewer errors, in the 
appropriate modality. Speech recognizers have high word error rates when transcribing 
conversational speech or in noisy environments whereas simple menu selections may yield 
very few errors, although be more constraining with regard to the range of input. 

Usability – Humans enjoy certain kinds of interfaces over others. For example, André et 
al. (1999) showed empirically that while animated interface agents don’t necessarily 
improve the efficiency or effectiveness of users in information seeking tasks, they do enjoy 
the experience more. This could yield decreases in stress and increases in user motivation. 
Or simply social/environmental factors may be critical for usability. For example, using 
speech input for a passcode at an ATM in a public space is undesireable because of privacy 
and security. 

Cross-modal synergy. In addition, errors in one mode (e.g., imprecise, ambiguous, or 
incorrect) gestural input can often be corrected by processing and integrating synchronous 
input from another modality (e.g., speech). 

All of the benefits, however, rely upon careful design and implementation of interaction. 

Tasks and Abstract Architecture 
Multimodal language processing can be divided into several key task areas. These include 
multimodal input processing, multimodal output generation, and multimodal content 
processing. Figure 1 (cf. Maybury and Wahlster 1988) illustrates the relationship of many 
these areas within an abstract systems architecture. As is illustrated in the figure, in a 
multimedia interface, users might interact via a variety of input devices such as mouse, 
keyboard, microphone, and possibly even body, face, and eye trackers. This media input is 
analyzed by processors that interpret language, graphics, gesture, and so on. This analysis 
might include biometrics (e.g., voice, gesture and/or retina/iris analysis or physiological 
analyses such as breath and heart rate or skin conductivity) for identification, 
authentication, and/or status monitoring of users. If input is cross modal, a mode 
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coordinator may need to fuse media as well as mutually disambiguate media inputs during 
a process of cross modal reference resolution. An interaction manager will then perform 
such tasks as recognizing user identity, goals, and intentions, and populate models of the 
user, the unfolding discourse, task, and environmental context. A multimodal system may 
be used to access information, applications, or other users. Multimodal information access 
might include the need for algorithms that process multimedia and/or multimodal artifacts 
such as audio or video archives. 

Having retrieved relevant information, the interaction manager then needs to package 
possibly heterogeneous elements into a coherent and cohesive presentation. This could 
include both media design (e.g., content selection, media allocation, structure, order, layout 
of language, graphics, and gesture) and synthesis and rendering of output onto a variety of 
presentation mechanisms such as maps, spoken language, gesture, and display devices 
(e.g., monitors, speakers, animated agents). This entire process generates and relies upon 
detailed models and histories of the user/agents, discourse, context, domain, task, media, 
and applications. 

Having described this abstract architecture, we next consider some key developments that 
have occurred in the areas of multimodal input processing, multimodal output generation, 
and multimodal content processing. 
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Figure 1. Multimedia and Multimodal Interfaces: 
Abstract Architecture 

Multimodal Interpretation 
There have been many pioneering efforts in interpreting mixed and asynchronous 
multimedia user input, such as spoken language input with gesture. These include the 
classic “Put that there” system by Bolt (1980), that enabled users to combine spoken 
language commands with hand gestures to manipulate blocks-world shapes around a 
graphical display. The user could create, modify, move, delete, and even name objects, and 
in the process use pronouns such as “that” or “there” to refer to objects or their locations, 
which are resolved by corresponding gestural input. 

Similarly, the XTRA (eXpert TRAnslator) interface for filling out tax forms (Wahlster 
1991), had a subcomponent named TACTILUS (Kobsa et al. 1986) that enabled the 
interpretation of mixed language and gesture. The user could choose from a menu of 
deictic gestures of varying “granularity” and function (e.g., a pencil, index finger, hand, or 
region encircler). There were no pre-defined screen areas, hence no one-to-one 
correspondence between a location on the screen and a domain object. The system would 
resolve inexact and pars-pro-toto (part for whole) pointing by first computing a 
“plausibility value” (the portion demonstratum covered by the pointer). Next, it would 
prune candidates using the semantics of associated language and dialogue. Thus, if a user 
points to a portion of the form between the name and date box and then types in a name, it 
is pretty clear what he or she intended by the pointing gesture. Whereas in TACTILUS the 
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language and pointing occur sequentially, in subsequent work this constraint is relaxed 
(Koons et al. 1993, 1994). 

Other research has investigated the role of direct manipulation and natural language. In the 
ALFRESCO art system for exploration (Stock 1993), users can navigate art masterpieces 
and gesture while asking natural language questions. The system (see Figure 2) explores 
the mutual advantages of hypermedia and natural language processing. Hypermedia 
organizes heterogeneous and unstructured information, enabling direct manipulation 
integrated with language, thus facilitating exploration. Natural language parsing provides 
direct query (of nodes or links, of subnetworks), rapid navigation, helping to overcome 
disorientation and cognitive overhead caused by too many links. Both a gesture and a 
linguistic expression may be ambiguous and yet yield a unique referent through mutual 
constraint. Simple natural language generation can be combined with more complex 
canned text (e.g., art critiques) and images. As Figure 2 illustrates, users can interact in a 
combination of language and gesture and the system can similarly respond. 

SYSTEM TRANSCRIPT 
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Interaction 

Parsing (with 
Semantic 
Checks) 

Quantification 
Handling and 
Logical Form 
Interpretation 

Topic 
Module 

Action
Execution

NL 
Generation 

Images on the 
Touch-screen 

NoteCards 

User
Model 

YAK 
KR System 

VideoDisc 

Editor and 
Morphological 

Analysis 

Linguistic Input USER: Vorrei sapere se Ambrogio Lorenzetti ha 
dipinto un’opera che raffigura una scena sacra con 
un angelo. (I would like to know if Ambrogio 
Lorenzetti ever painted a work that represents a 
sacred scene with an angel.) 
ALFRESCO: Sì. Per esempio: A. Lorenzetti, 
l’Annunciazione. L’angelo é l’Arcangelo Gabriele. 
(Yes, for example, A Lorenzetti, the annunciation. 
The angel is the Arcangel Gabriel.) 
USER: Chi è questa persona? [pointing at Mary 
on the touch screen] (Who is this person?) 
ALFRESCO: a Madonna. (Mary.) 
USER: Puoi mostrarmi un ingrandimento che la 
contiene? (Can you show me an enlargement 
containing her?) 
ALFRESCO: [The system shows an enlargement] 

Figure 2. ALFRESCO: Language and Gesture Input 

Similarly, CUBRICON (Neal and Shapiro 1992) explored both the interpretation and 
generation of spoken natural language with coordinated gestures in the context of a mission 
planner. An augmented transition network (ATN) for natural language interpretation was 
extended with mouse gestures support for both noun phrase and locative adverbials. This 
enabled mixed modality input including: 

• Interrogative: “Is this <point> a surface to air missile?” 
•	 Imperative: “Enter this <user-points-to-map-icon> 

here <user-points-to-slot-in-form>.” 
•	 Declarative:  Units from this <point-1> airbase will strike 

these targets <point-2> <point-3> <point-4>.” 
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An even more sophisticated multimodal analysis system is required to address continuous, 
overlapping, and ambiguous input. For example, Koons et al. (1993, 1994) explored the 
integration of simultaneous speech, gesture, and eye movement for reference resolution for 
map and blocks world interaction. These researchers developed a model of sequences of 
gesture features (hand posture, orientation, and motion) to classify hand movements as a 
complex set of actions such as pointing, which consists of an attack, sweep, and end 
reference. Semantic features from spoken language, gestures, and gaze (fixations, 
saccades, blinks) are interpreted in parallel in order to mutually constrain ambiguous 
expressions such as “put that blue square below the red triangle” as well as use speech and 
“depictive" gestures in a three-dimensional blocks world to describe some action on the 
objects in the displayed scene. 

Oviatt (1999) found that multimodal input can not only support preferred interaction styles 
by providing more choice, but also enhance robustness. For example, via user studies, she 
found that users reduce errors via their natural mode selection. In some applications she 
found 80% error avoidance via methods such as mutual disambiguation across media. In 
the context of the Quickset (Cohen et al. 1997) interface for map-based planning, Oviatt 
explored the use of 100 Quickset commands and 200 military symbols using a lexicon of 
approximately 500 words and 9 gestures. For example, in an analysis of 2600 within 
subject commands in a mobile noisy environment, Oviatt found a 41% reduction in speech 
error rate and a 19% error reduction in mobile environments during the use of the 
multimodal “PAN” command. The Quickset system exploits the N-best results of speech 
and gesture input and “pulls-up” lower ranking interpretations if there is a consistent cross 
modal interpretation. In only about 2% of the cases is there a failure in both speech and 
gesture modes. Oviatt notes that diverse user groups (e.g., children or accented speakers) as 
well as field environments drive requirements for improved error handling and robustness. 

In a related finding, Oviatt et al. (1994) found that when users spoke phrases and sentences 
to fill a slot in a visual form as opposed to speaking to an open workspace they exhibited a 
three-fold reduction in bigram perplexity, syntactic complexity, semantic integration, and 
spoken disfluencies. This demonstrated how user interfaces could positively impact the 
processibility of utterances, overcoming some of the weaknesses of communication via 
language alone, again demonstrating the complementarity of direct manipulation and 
natural language (Cohen 1992). Other research has demonstrated how visual information 
(e.g., lip movements, body posture) can also help resolve ambiguous speech as well as 
convey additional information (e.g., about focus of attention, communication success, and 
participant attitudes and opinions). 

Multimodal Presentation 
In addition to general investigations of information visualization techniques (Gershon and 
Eick 1995), researchers have developed a range of methods automatically generate 
multimodal presentations. The first of these systems explicitly represented graphical 
knowledge (Card et al. 1991) and made decisions among graphical encoding mechanisms 
by reasoning about the expressiveness and effectiveness of underlying representations and 
resulting presentations. In addition, others have investigated presenting information in 
sound or sonification (Kramer 1994) as well as presenting information in spoken and 
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written language and knowledge-based graphics (Feiner et al. 1993). More generally, the 
concept of multimedia interfaces (Maybury 1993) incorporates a range of media and 
modalities during interpretation and presentation. 
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Figure 3. Multimedia/Multimodal Presentation 

As Figure 3 illustrates using an example about philosophers, the same information can be 
presented in a variety of media artifacts such as maps, tables, graphs, spoken or typed 
natural language, and even video. Challenges include how to decide what content about 
philosophers should be chosen to satisfy a given user information need, what information 
should be allocated to what media, how should a media artifact be generated and realized in 
a manner tailored to the user, how can it be realized as text, graphics or combinations of 
media, which then need to be realized and coordinated. These challenges are related in 
Figure 4, which illustrates the key tasks in presentation design which are shown as a set of 
cascaded, co-constraining processes. By the latter, we mean the kind of content that will 
influence the layout and the available presentation media or modalities and will constrain 
the range of content that can be conveyed. Following an analysis of presentation design 
tasks, a standard reference model (SRM) for intelligent multimodal presentation systems 
(IMMPS) presentation was created (Bordegoni et al. 1997). 
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Figure 4. Presentation Tasks 
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Figure 5 shows the phases of processing required in the Personalized Plan-based Presenter 
(PPP) (André et al. 1996, 1999) which reasons about and plans the communicative actions 
and interactions of a life-like agent who narrates animated mixed media presentations. 
Multimodal communicative actions are driven from the presentation task and include 
reasoning about presentation acts, scheduling them, and then realizing them in a mix of 
animated agent and graphical actions. 

presentation task 

determine presentation 
schedule 

e.g., describe modem 

determine presentation acts 

executed presentation 

Figure 5. Personalized Plan-based Presenter (PPP) 

Multimodal Dialogue 
When interpretation and generation are integrated together with components to support 
discourse analysis, error recovery, and interaction management, we have a multimodal 
dialogue. Figure 6 illustrates several steps in a multimodal conversation between a human 
and a virtual agent (named Smartakus) in the SmartKom system (www.smartkom.org) 
(Wahlster 2001). The user’s spoken language, gesture, and facial expressions serve as 
primary input. Smartakus can then select speech, graphics, and its own facial expressions to 
convey information back to the user. Because of lack of pre-existing resources, the 
SmartKom project is creating its own gesture and facial expression database. 

I‘d like to 
reserve tickets 
for this movie. Where would 

you like to 
sit? 

I‘d like 
these two 

seats. 

User Input: Smartakus Output: User Input: 
Speech and Gesture Speech, Gesture and Speech and Gesture 

Facial Expressions 

Figure 6. Multimodal Dialogue in SmartKom 

9




Researchers have also explored the integration of spoken dialogue interaction with facial 
expressions (Nagao and Takeuchi 1994). Figure 7 illustrates examples of a system in which 
a life-like human agent converses about computer products with a human in Japanese. 
Facial muscles were modeled to capture emotional displays (see examples in left of Figure 
7) and phonemes and visemes were temporally coordinated. Facial expressions are 
synthesized using wire-frame models of key facial muscles and varying over time, lip 
synchronized (Waters and Levergood 1994). This enabled mapping from emotional state to 
expressions using a range of facial displays. 

Figure 7. Sony Lifelike Spoken Language Dialogue 

What is evident from interactive multimedia is the need for models of human bodies and 
faces, physical and communicative behavior, and interaction scenarios. 

Full-bodied and environmentally situated conversational agents have been subsequently 
explored by a number of researchers, as exemplified by Jack (Badler, Phillips, and Webber 
1993), Steve (Johnson and Rickel 1998), and Rea (Cassell et al. 1994). For example, the 
Steve project (Johnson and Rickel 1998) at USC/ISI has developed a pedagogical agent 
named Steve that provides training in virtual environments, both in individual and team 
settings. Working together with a human in a virtual environment, Steve can demonstrate 
physical tasks, perform actions together with human or virtual partners, detect and correct 
human task errors, and use combinations of synthesized speech and eye, head, hand, and 
body gesture, as well as plan recognition and generation to teach and/or accomplish tasks. 
Figure 8 (left) shows Steve describing the operation of a machine. 
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In contrast, The MIT Media Lab’s Rea has a fully articulated body, interpreting user speech 
and sensing user gestures and head movement passively through cameras (Cassell et al. 
1994). The agent, named Rea (for Real Estate Agent) (see Figure 8 right), plays the role of 
a real estate salesperson who interacts with users to determine their needs, shows them 
around virtual properties, and attempts to sell them a house. Real estate sales was chosen as 
an application area because of opportunities for both task-oriented and socially-oriented 
conversation. Coordinated speech, hand gestures, body movements, and facial expressions 
are synthesized based on a grammar, lexicon, and communicative context. This has 
inspired the researchers to create animation toolkits to express behaviors (Cassell et al 
2001). 

Figure 8 Embodied Agents:

Steve points out a power light to a student (left); REA shows off a house (right)


Multimodal Content Analysis 
Multimedia and multimodal information occurs not only in human computer interactive 
contexts, but also in artifacts such a text-captioned images and video. Researchers have 
begun to explore functions such as topic detection and tracking (TDT) in news (e.g., 
Maybury 2000) and meeting analysis. However, much research has focused on individual 
media such as text, audio or image analysis, the state of the art for which are briefly 
outlined in Table 1. We first highlight a couple of less investigated monomedia 
(specifically, graphics and sound analysis), and then exemplify research in cross modal 
analysis. 

One less investigated area is the analysis of graphical media. For example, Chuah et al.’s 
(1997) SageBook enables search and customization of stored data graphics, including data-
graphic query, representation (i.e., content description), indexing, search, and adaptation. 
Queries are formulated via a graphical direct-manipulation interface (called SageBrush) by 
selecting and arranging spaces (e.g., charts, tables), objects contained within those spaces 
(e.g., marks, bars), and object properties (e.g., color, size, shape, position). Retrieved data-
graphics can be manually adapted. SageBook maintains an internal representation of the 
syntax and semantics of data-graphics, which includes spatial relationships between 
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objects, relationships between data-domains (e.g., interval, 2D coordinate), and the various 
graphic and data attributes. 

In related research (Wold et al 1996, Blum et al. 1997), researchers have explored the 
acoustic and perceptual processing of sound. For example, in their SoundFisher system 
(www.soundfisher.com) users can access audio using simile (e.g., sounds like “the sound of 
a herd of elephants” or like a class of sounds, e.g., “applause “), acoustic features (e.g., 
brightness, pitch, and loudness), subjective features (e.g., “scratchiness,” “shimmering”), 
and onomatopoeia (making a sound similar in some quality to the sound you are looking 
for, e.g., user makes a buzzing sound to find bees or electrical hum.). In an evaluation the 
performance of the SoundFisher system has been illustrated on a database of 400 widely 
ranging sound files (e.g., captured from nature, animals, instruments, speech). 

These researchers aim to provide sound-effects designers, computer animators, and 
presentation designers with the ability to access sounds by browsing or querying by value 
(e.g., specifying a pitch and duration), using a weighted query by value (e.g., foreground 
and transition with >.8 metallic and >.7 plucked aural properties and 2000 Hz < average 
pitch < 300 Hz and duration of 3 seconds), or querying by example and searching for 
similar sounds. This enables complex queries such as “Find all AIFF encoded files with 
animal or human vocal sounds that are similar to goose sounds without regard to duration 
or amplitude.” 

In other research, multiple modalities of artifacts are processed. For example, consider 
captioned images. While general image recognition remains unsolved, if a caption names 
and locates individuals in a picture, face detection of the image can be associated with 
language processing of the caption. 

Figure 9. Joke Detector:

Synergistic Image and Audio Processing


Some researchers have explored the area of multimodal video analysis. For example, 
Casey et al (1995) and Wachman and Picard (2001) analyzed the audio pitch together with 
head and hand motion in video from “The Tonight Show” comedy monologue and were 
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able to accurately predict the completion of a joke by stand-up comic Jay Leno. In the 
example in Figure 9, the boxes bound the hand and head motion throughout the 
monologue; the dots indicate the centroid location of the head or hands. By measuring 
hand positions and velocity together with the distribution of pauses and voice pitch in the 
audio channel, the authors were able to automatically find portions of the comic’s 
monologue where he makes large gestures at long pauses in his speech. This typically 
corresponds to a point of emphasis at the conclusion of a joke, thus this combination of 
visual and auditory features results in the so-called Joke Detector. 

In multimodal news on demand research (Maybury, 2000), several groups also take 
advantage of cross modal analysis, integrating the results of image, speech, and text 
processing of a digital video to detect story segments, extract named entities, represent key 
frame and sentence summaries, and present this to the user. Figure 10 exemplifies the 
results of one such system, MITRE’s Broadcast News Navigator (BNN), responding to a 
user query requesting all news stories regarding “Iraq” between Monday to Thursday, 
November 11 to 14, 2002. One hundred forty-six Iraq stories were found. Figure 10 
displays 12 keyframe and key entity summaries as well as the beginning details of the first 
story. For each story matching the query, the system presents a key frame, the three most 
frequent named entities within the story, and the source and date of the story. Compared 
with sequential digital video access, this kind of presentation was shown empirically to 
more than double the speed of analysts accessing information (Light and Maybury 2002) 
with no loss in retrieval accuracy. 

Figure 10. Broadcast News Navigator: 
Story Skim (left) and Story Details (right) 
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Enabling Technologies: State of the Art and Research 

Multimedia and multimodal processing requires the ability to process component media 
such as text, speech, graphics, and imagery, both in isolation and in coordination. It 
requires the ability to represent and reason about (human and machine) communicative 
agents and necessary subtasks, such as the ability to interpret and generate cross modal 
referring expressions. Table 1 indicates component areas of multimodal language 
processing, the state of the art, near-term research and long-term research. 

Area State of the Art Near-Term Research Long-Term Research 

Text processing Commercial named entity 
extraction (SRA, BBN) at 95% 
precision and recall (P&R); 
relation extraction at 
approximately 80% P&R, and 
many hand-crafted, domain-
specific systems for relation 
and event extraction at about 
60% P&R; large cost to port to 
new domains; incremental 
sentence generation, limited 
document generation 

Demonstrate portability of 
TIPSTER technology to support 
multilingual information 
extraction and spoken language 
retrieval; incremental text 
generation; text summarization; 
topic detection and tracking 

Scaleable, trainable, 
portable algorithms; 
document-length text 
generation 

Speech 
processing 

Commercial small-vocabulary 
recognizers (Corona, HARK); 
large-vocabulary (60,000+ 
words) recognizers exist in 
research labs (BBN, SRI, 
Cambridge University). 

Robust speaker, language, and 
topic identification; 
prosodic analysis; natural-
sounding synthesis 

Large-vocabulary, 
speaker-independent 
systems for speech-
enabled interfaces; large-
vocabulary systems for 
multilingual video and 
radio transcription, noisy 
environments 

Image 
processing 

Color, shape, texture-based 
indexing and query of imagery. 
Primitive object (e.g., human, 
car) detection and tracking in 
video. 

Motion-based indexing of 
imagery and video; video 
segmentation. Simple behavior 
detection (e.g., person 
interaction, object transfer) 

Visual information 
indexing and extraction, 
more complex human 
behavior recognition (e.g., 
suspicious behavior) 

Graphics 
processing 

Graphical User Interface 
Toolkits (e.g., object-oriented, 
reusable window elements such 
as menus, dialogue boxes 

Tools for automated creation of 
graphical user interface 
elements; limited research 
prototypes of automated 
graphics design. 

Automated, model-based 
creation and tailoring of 
graphical user interfaces 

Gesture 
Processing 

Two-dimensional mice; 
eyetrackers; tethered 
body-motion tracking 

Tetherless, three-dimensional 
gesture, including hand, head, 
eye, and body-motion tracking 

Intentional understanding 
of gesture; cross-media 
correlation (with text and 
speech processing); facial 
and body gesture 
recognition 

Multimodal 
analysis 

Limited research prototypes 
exploring ambiguous, 
imprecise, and incomplete input 

Cross modal referring 
expression interpretation, speech 
prosodic and emotion 
expression recognition 

Unrestricted multimedia 
and multimodal 
interpretation, advanced 
modality interpreters (e.g., 
olfactory), robust human 
identification. 
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Multimodal 
generation 

Genre specific presentation 
generation (e.g., multimodal 
how-to instructions). Highly 
complex systems with typically 
knowledge rich methods of 
presentation planning and 
realization. 

Content selection, media 
selection and allocation, media 
coordination, media realization 
for multimedia generation. 
Mixed media (e.g., text, 
graphics, video, speech and non-
speech audio) and mode (e.g., 
linguistic, visual, auditory) 
displays tailored to the user and 
context 

Automated generation of 
coordinated speech, 
natural language, gesture, 
animation, non-speech 
audio, generation, possibly 
delivered via interactive, 
animated life-like agents. 
Cross modal referring 
expression generation; 
multimedia and 
multimodal generation; 
investigation of less-
examined senses (e.g., 
taction, olfaction). 

Animated 
agents 

Many prototypes and 
preliminary applications of 
lifelike agents. First 
life-like, fully articulated 
anthropomorphic agents 
capable of engaging in 
human-like conversation 
including verbal and nonverbal 
behaviors. 

Agents engaging/motivating 
users. Agents interpreting and 
responding to cross modal user 
input (e.g., speech, gesture, 
facial movements), and 
responding with same 

Agents capable of 
engaging in socially, 
culturally, and individually 
appropriate conversational 
behavior. Agents that 
build relationships with 
users over time. Social 
and user implications of 
conversational virtual 
humans 

Discourse 
modeling 

Limited prototypes in research 
and government 

Error handling (ill-formed and 
incomplete input/output), two-
party conversational model, 
discourse annotation schemes, 
discourse data 
collection and annotation, 
conversation tracking 

Context tracking/dialogue 
management; multiuser 
conversation tracking, 
annotation standards; 
model-based 
conversational interaction 

User modeling Fragile research prototypes 
available from academia; one-
user modeling shell (BGP-MS). 

Track user focus and skill level 
to interact at appropriate level; 
empirical studies in broad range 
of tasks in multiple media 

Hybrid 
stereotypical/personalized 
and symbolic/statistical 
user models, rich modeling 
of cognition and emotion 

Table 1: Component Capabilities key to Multimodal Language Processing 
(modified from: http://www.nap.edu/readingroom/books/screen/tab1.html) 

Multimodal Corpora 

Analyzing human multimodal behavior and training algorithms for multimodal processing 
requires data. Multimodal corpora contain primary data (text, audio, and video files) and 
encodings, possibly on different modality tracks or layers and at different levels of 
granularity. These encodings can be descriptive or interpretative. For spoken language, 
standard encodings for human language often include word transcription, part-of-speech, 
syntactic structures (e.g., noun phrase, sentence), named entities (e.g., person, organization, 
location), relations among entities (e.g., employee-of, a-part-of, a-kind-of), co-reference, 
rhetorical relations, dialogue acts, and so on, possibly conforming to a standard like 
MPEG-7. Non-speech audio such as music, laughing, clapping, noise, and so on may also 
be annotated, although there are no standard schemes. In closed captioning, standard 
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conventions exist (e.g., “>>” annotates a speaker shift and “>>>”annotates a topic shift), 
however, one study found error rates as high as 20% or more on even these simple tags 
because of human annotation error. 

For the visual modality, current research is focused on the description of nonverbal 
communication through the human body, typically hand or arm gestures (and some 
posture) and facial expressions. The latter are most often annotated using the Facial Action 
Coding System, or FACS (Ekman and Friesen 1978). Some researchers focus on 
annotation of individuals, objects, and their relations in scenes for detection and tracking 
purposes, e.g., to detect the exchange of a package between two people in a parking lot (cf 
VACE). While annotation tools are typically based on time, spatio-temporal encodings are 
becoming increasingly important with applications such as embodied conversational agents 
or robotic tour guides situated in real and virtual environments. Similarly, annotation of 
haptics, including pressure and texture on hands, feet, or torso is important for design, 
gaming, and analysis applications (cf. PHANTOM3). 

Standardizing encoding schemes enables data sharing and reuse among researchers across a 
range of applications, including annotation, visualization, query, and analysis. Standard 
coding schemes exist for part of speech, syntax trees, dialogue acts, and even temporal 
expressions (Ingria and Pustejovsky 2002). The ISO/TC 37/SC 4 committee (Ide and 
Romary 2001) is developing a unified coding scheme specification language, enabling data 
interoperability and reuse across applications such as speech recognizers, language parsers, 
generators, and so on. General standards such as the Extensible Markup Language (XML) 
and Synchronized Multimedia Integration Language (SMIL) are often used for data 
markup. The Hamburg Sign Language Notation System (HamNoSys)4 is a "phonetic" 
transcription system often used for gesture markup. 

Important annotation tool capabilities include complex search, statistical analysis, visual 
access to coding schemes, and semi-automatic documentation facilities. Also important are 
bootstrapping techniques to increase efficiency, especially where standard taxonomies are 
used (POS, syntax, etc.). Multi-coder annotation can provide update/merge functions 
(versioning), concurrent coding, and reliability checks. 

Several groups have created annotation tools and collected corpora. General data 
collection and standardization initiatives in the United States include the National Institute 
of Standards and Technology (NIST)5 and Linguistic Data Consortium (LDC)6 and include 
such collections as broadcast news. In Europe there is the European Language Resources 
Association (ELRA) with its operational arm, the European Language Resources 
Distribution Agency (ELDA)7. In the United Kingdom there is the Arts Humanities Data 

3 http://www.sensable.com/haptics/haptics.html 
4 http://www.sign-lang.uni-hamburg.de/Projects/HamNoSys.html 
5http://www.nist.gov 
6http://www.ldc.upenn.edu 
7http://www.elda.fr 
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Service (AHDS) and in Japan the International Committee for the Coordination and 
Standardization of Speech Databases and Assessment Techniques (COCOSDA)8. 
Initiatives to build standard tools include the Architecture and Tools for Linguistic 
Analysis Systems (ATLAS)9 in the United States and the Natural Interactivity Tools 
Engineering (NITE)10 in Europe (successor of MATE). ELRA fosters the founding of 
central national agencies for the collection of native language corpora, and organizes the 
International Conference on Linguistic Resources and Evaluation11 (LREC). 
With respect specifically to multimodality, there is the International Standards for 
Language Engineering (ISLE)12 project (formerly EAGLES), and in particular the Natural 
Interactivity and Multimodality (NIMM)13 subgroup (Knudsen et al. 2002ab), as well as the 
TalkBank14 project and a project at MITRE (Bigbee et al. 2001). 

Corpus metadata that specify file formats and annotation schemes are essential for 
understanding and reuse. This led to the founding of the Open Language Archives 
Community (OLAC)15 based on the Dublin Core Metadata Set (DCMS)16, a standard 
resource description model. The ISLE MetaData Initiative (IMDI)17 is also working on 
meta-data, specifically for multimedia/multimodal corpora. IMDI includes freely available, 
integrated, Java-based tools including an editor, browser, search and efficiency tools for 
linguists and software and language engineers. 

Toward the Future: A Multimodal Roadmap 

While many exciting developments have occurred in the last few years, it is clear that 
research into multimodal language processing yields more questions than answers, ensuring 
an active area of research in the near future. Figure 11 illustrates a roadmap created at an 
international workshop (Maybury and Martin 2002) that depicts three “lanes” of 
multimodal developments leading up to natural multimodal systems: resources; theories, 
methods and algorithms; and systems. The roadmap distinguishes between planned 
activities (in italics font in Figure 11) and desirable ones (in regular font). For example, in 
terms of resources, there exists the Berlin gesture database, the NITE D2.1 gesture 
concordance (to be released at nite.nis.sdu.dk/deliverables), an example of a digitally 
recorded meeting from NIST-MITRE-LDC, the FORM annotation specification and data, 

8http://www.slt.atr.co.jp/cocosda 
9http://www.nist.gov/speech/atlas 
10http://nite.nis.sdu.dk 
11http://www.lrec-conf.org 
12http://www.ilc.pi.cnr.it/EAGLES96/isle/ISLE_Home_Page.htm 
13http://isle.nis.sdu.dk 
14http://www.talkbank.org 
15http://www.language-archives.org 
16 http://dublincore.org 
17 http://www.mpi.nl/ISLE/ 
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and the SmartKom corpus, the latter two of which are being prepared for distribution in the 
near future. Subsequent to this in the resources lane are a number of desired developments 
including a multimodal database of PDA, in-vehicle, or human-human interaction, an 
evaluated corpora, benchmarks for multimodal systems, cross-cultural databases (e.g., of 
language, gesture and/or facial expressions), and annotation standards and corpora for 
social protocol encoding. As shown diagonally along the left hand side of the roadmap, 
over the next several years we require the development and standardization of metadata, 
coding standards, mappings, and tools (e.g., ISO TC 37/SC4/WG1) as well as better human 
factors knowledge of multimodal interaction. Also, requiring data and models as well as 
new algorithms are emotional and/or user state modeling and synthesis (e.g., to drive life-
like characters), then the same for user emotion/state recognition, and longer term (past 
2006) robust recognition and management of user states. 

A second lane in the road addresses multimodal theories, methods, and algorithms. 
Following the first multimodal prototypes in the late 1970s and 1980s, we see a current 
emphasis on universal access, enabling users increased flexibility with choices of modality 
input and output. To that end, near-term effort is being expended on multimodal evaluation 
and ISO usability guidelines for multimodal systems. In the near term there is a need for 
methods to support multimodal dialogue and deep interaction across modalities. In the next 
few years researchers see progress on 3-D task-specific gesture recognition leading 
eventually to large vocabulary iconic gesture identification and in the very long term 
(beyond 2006), general multimodal gesture recognition. Also in the mid term are projected 
standards specifications for multimodal systems and more fully-featured animated agents, 
likely including groups of conversational animated agents, beyond the task specific 
interface agents of today. A little further out we will begin to see exquisite “virtuoso” 
interfaces for experts that exploit multiple sensory modalities and media devices but 
require special training and expertise to use. In the longer term, researchers see progress on 
human-human multimodal interaction models leading eventually to models of the 
neurocognitive mechanisms supporting such interaction. Ultimately this will lead up to 
multiparty, multimodal dialogue systems. 
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Figure 11. Multimodal Roadmap from 2003-2006 

A third lane in the road considers multimodal systems. forts, researchers 
created a common reference model for intelligent multimodal presentation systems 
(IMMPS) (Bordegoni et al. 1997), and a reference model for multimodal interfaces 
(Maybury and Wahlster, 1998), evolved to that shown in Figure 1. There are near term 
multimodal systems (e.g., SmartKom) and there is marketplace desire for “usable” 
multimodal appliances (e.g., the famous difficulty of using a VCR that might yield to 
combined speech and direct manipulation interaction). Very shortly we expect mobile, then 
context-aware multimodal systems leading to multimodal control of devices and robust 
interaction in noisy environments. s in the mid- to long-term and beyond will 
evolve from providing adaptable (by the user), then adaptive (by the system), and 
ultimately self-extensible capabilities and behaviors. ately we will begin to see 
Multimodal User Interfaces (MUIs) replacing the well-known Graphical User Interfaces 
(GUIs) predominant today. As shown diagonally along the right hand side of the systems 
lane, multimodal system components and ultimately toolkits will be required to enable 
rapid system progress. trated to the right of the roadmap, we will also see a 
progression over the upcoming years from monomodal access to primarily structured 
multimodal information to increasing levels of sophistication in multimodal access to 
unstructured multimodal information (e.g., text, audio, video). e will see a concomitant 
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progression in multimodal control of fixed systems (e.g., in vehicle) to multimodal control 
in unstructured environments (e.g., multimodal robot control in an open environment). 

A number of related fields enable or are closely related to natural multimodal systems, 
including robust speech recognition, language, vision processing, user, task, and system 
modeling, dialogue modeling, knowledge representation and reasoning, and common sense. 
Their success or failure will ultimately pace the progress toward the vision of natural 
multimodal systems. 
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