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For decades, industry and defense orga-
nizations have tried to build afford-

able, secure, and trustworthy systems.
Despite significant strides toward this
goal, there is ample evidence showing that
adversaries retain their ability to compro-
mise systems. Consequently, there is grow-
ing awareness that systems must be
designed, built, and operated with the
expectation that system elements will have
both known and unknown vulnerabilities.

SA is defined as:

The justified confidence that the
system functions as intended and is
free of exploitable vulnerabilities,
either intentionally or unintention-
ally designed or inserted as part of
the system at any time during the
life cycle. [1]

This ideal of no exploitable vulnerabilities
is usually unachievable in practice, so pro-
grams must perform risk management to
reduce (to acceptable levels) the probabil-
ity and impact of vulnerabilities.

This confidence is achieved by SA
activities, which include a planned, sys-
tematic set of multi-disciplinary activities
to achieve the acceptable measures of SA
and manage the risk of exploitable vulner-
abilities. The assurance case is the enabling
mechanism showing that the system will
meet its prioritized requirements and that
it will work as intended in the operational
environment, minimizing the risk of
exploitation through weaknesses and vul-
nerabilities.

The Guidebook is intended primarily
to aid program managers and systems
engineers seeking guidance on how to
incorporate assurance measures into their
system life cycles. Assurance for security
must be integrated into the systems engi-
neering activities to be cost-effective,
timely, and consistent. The activities for
developing and maintaining the assurance

case enable rational decision-making so
that only the actions necessary to provide
adequate justification (arguments and evi-
dence) are performed. The Guidebook is
a synthesis of knowledge gained from
existing practices, recommendations, poli-
cies, and mandates. SA activities are exe-
cuted throughout the system life cycle. It
is organized based on the ISO/IEC’s

“Systems and Software Engineering –
System Life Cycle Processes” [2]; while
there are other life-cycle frameworks, this
standard combines a suitably encompass-
ing nature while also providing sufficient
specifics to drive SA.

This Guidebook also provides an
assurance guidance section for use by the
DoD and their contractors and subcon-
tractors. Future editions of this
Guidebook may add additional domain-
specific assurance guidance.

This article provides an overview of
the assurance case section (Section 2.2)
and then describes key SA activities com-
pleted for selected reviews within the
DoD Integrated Defense Acquisition,
Technology, and Logistics Life-Cycle
Management Framework (referred to in
this article simply as the DoD
Management Framework) from Section 4
of the Guidebook.

Assurance Case1

The purpose of an assurance case is to
provide a convincing justification to stake-
holders that critical SA requirements are
met in the system’s expected environ-
ment(s). Any assurance claims about the
system need to be incorporated into the
system requirements.

An assurance case is the set of claims
of critical SA properties, arguments that
justify the claims (including assumptions
and context), and evidence supporting the
arguments. The development of the assur-
ance case results in SA requirements that
are then flowed to the system architecture
and the product baseline. The assurance
case can be considered an extension or
adaptation of the safety case, which has
been used for safety-critical systems. Thus,
the concept is not entirely new.

The assurance case need not be a sep-
arate document; it may be distributed
among or embedded in existing docu-
ments. Even if there is an assurance case
document, it would typically contain many
references to other documents. Regardless
of how the assurance case is documented,
there must be a way to identify all of the
assurance claims, and from those claims
trace through to their supporting argu-
ments, and from those arguments to the
supporting evidence. For example, an
organization might maintain a list of sys-
tem requirements, tagging specific ones as
assurance claims with hyperlinks to argu-
ments that justify why the system will
meet the claim. As a minimum:
1. Assurance case claims, arguments, and

evidence must be relevant for the sys-
tem and its operating environment(s).

2. Claims are justified by their arguments.
3. Arguments are supported by their evi-

dence.
4. The assurance case must be developed

iteratively, be sustainable, and be main-
tained throughout the system life cycle
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as a living document.
5. The assurance case must be delivered

as part of the system, to be maintained
during system sustainment.
The Guidebook makes no attempt to

specify a format for an assurance case,
only providing guidance as to what infor-
mation should be included. The current
revision of ISO/IEC 15026 [3] specifies a

standard for assurance cases.
The assurance case is generated by the

systems engineering technical activities
applied to the assurance requirements, and
provides evidence of the growing techni-
cal maturity of the integration of the SA
requirements for use within event-driven
technical management. Sections 3 (gener-
al) and 4 (DoD-specific) of the Guide-

book relate the assurance case to the life-
cycle processes.

The DoD Management
Framework
Section 4 is for use by the DoD and DoD
contractors and subcontractors. It is orga-
nized according to phases of the DoD
Management Framework discussed in
DoD Directive 5000.1 [4], DoD
Instruction 5000.2 [5]2, and the Defense
Acquisition Guidebook (DAG) system life
cycle [6].

Section 4’s goal is to enable the DoD
to acquire or produce assured systems,
including both weapons systems and IT
systems. This section discusses the topics
that should be addressed during the phas-
es of the DoD Management Framework.
As discussed in [5] and [6], the life-cycle
phases include:
• Concept Refinement.
• Technology Development.
• System Development and Demonstra-

tion.
• Production and Deployment.
• Operations and Support.

Section 4.3 is subdivided into DoD
review milestones and milestone decision
points in this framework. For each review
(including the System Engineering
Technical Reviews), the DAG description
is quoted, followed by a list of the most
important SA items to complete prior to
that milestone. The non-SA activities nor-
mally associated with the review are not
specified, but should be considered as the
context in which the SA activities are per-
formed. For each review, a specific cross-
reference to the corresponding general
technical instruction is also provided.
Where there are assurance activities that
cannot be associated with specific reviews,
additional subsections are added to con-
tain them.

Figure 1 depicts the DoD life-cycle
phases. The reviews that are discussed in
this article are shown in their phases to
provide a visualization of when the review
occurs. Note that the reviews shown are a
subset of life-cycle reviews.

Section 4 focuses on the DoD and
makes the assumption that the audience
includes system integrators providing sys-
tems (both IT and warfighting) to the
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Figure 1: Life-Cycle Phases with Reviews (from the 2003 Version of DoD Instruction 5000.2)

Figure 2: ASR Excerpt 

Figure 3: SRR Excerpt

To successfully complete the ASR review, ensure the following SA items were satis-
factorily completed:
• System threats and SA claims were considered as part of the analysis of alterna-

tives and full system life-cycle costs were used in the analysis. Sometimes the
seemingly cheapest alternative has higher system life-cycle costs due to assurance
complications.

• A preliminary identification of critical technologies with a description of how to
assure these technologies. This list will eventually feed the Critical Program
Information (CPI) developed at the start of the System Development and
Demonstration phase. As an aid to this identification, review the Military Critical
Technologies List (http://www.dtic.mil/mctl/).

• The Initial Capabilities Document (ICD) and Preliminary System Specification
includes:
° The requirement for the development of an assurance case with high-level

claims for each system element determined to be critical.
° The sustaining mission operational requirements constrain the top-level SA

claims to counter identified threats to the mission. They should broadly iden-
tify an approach for developing the system assurance case.

° A critical elements list.
° The Support and Maintenance Concepts and Technologies with a description

of how assurance will be maintained.

To successfully complete the SRR, ensure that the following SA items were satisfac-
torily completed:
• ICD and Preliminary System Performance Specification:

° Establishes the requirement for the development of an assurance case, includ-
ing high-level claims for a system determined to be critical.

° The operational requirements necessary to sustain the mission include the
top-level SA claims that address identified threats to the mission that are the
foundation for the assurance case. Critical elements are identified.

° The Support and Maintenance Concepts and Technologies documented with
a description of how assurance will be maintained.

° Requirements with SA implication have been tagged for SA traceability and
verification.

• Identification of all critical elements to be protected, and what aspects of them
are to be protected (e.g., confidentiality, integrity, availability, authentication,
accountability [including non-repudiation], and auditability). For example, ensure
that an adversary cannot gain control over a weapon system.
° Initial identification of potential CPI, and a preliminary approach to the pro-

tection of that CPI is part of the system requirements.
° Identification of all relevant SA threats and their potential impact on critical

system assets.
© The MITRE Corporation. All rights reserved.
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DoD environment.
The following subsections provide a

description of selected key activities for a
subset of the reviews and events.

Alternative Systems Review (ASR)
The ASR occurs during the Concept
Refinement Phase prior to Milestone A.
Figure 2 shows a partial excerpt of the list
of the SA activities to be completed prior
to the ASR.

At this point in the life cycle, a key SA
activity for each alternative is shown in the
first bullet of Figure 2. For each alterna-
tive, a threat analysis and the assurance
case claims (to counter the identified
threats) need to be developed. This analy-
sis needs to be factored into the alterna-
tive cost estimates, the selection of a pre-
ferred system concept, and the technology
development strategy. SA is made more
complex when it is not considered in the
early stages when alternative concepts are
being evaluated.

Systems Requirements Review (SRR)
The SRR can occur at the end of the
Technology Development Phase prior to
Milestone B, at the start of the System
Development and Demonstration Phase,
or both. Figure 3 shows a small excerpt of
the list of the SA activities to be complet-
ed prior to the SRR.

Development of the assurance case
claims assists with the development of the
system requirements for assurance. Using
an assurance case that systematically
examines the claims necessary to counter
the threats will produce a set of derived
security requirements that can be added to
the system requirements. Having a robust
set of security requirements by SRR
allows the security to be built into the sys-
tem rather than tacked on during the test-
ing or production phase.

Preliminary Design Review (PDR)
The PDR occurs during the System
Development and Demonstration Phase,
after Milestone B3. Figure 4 shows an
excerpt from the list of the SA activities to
be completed prior to the PDR.

The first bullet of Figure 4 lists the
identification of critical components and
examination of those components for
weaknesses and vulnerabilities. Critical
components may be managed through
techniques such as graceful degradation,
isolation, modularity, diversity, single-
point-of-failure reduction/multipathing,
and the use of interchange standards to
reduce the number, size, and impact of
critical elements. Many of these approach-
es become cost-prohibitive if the weak-

ness and vulnerability analysis is delayed
until late-stage testing and production.
These activities tie into IA through its
control for vulnerability management,
known as VIVM-1.

Critical Design Review (CDR)
The CDR occurs during the System
Development and Demonstration Phase.
Figure 5 shows an excerpt from the list of
the SA activities to be completed prior to
the CDR.

The first bullet in Figure 5 indicates
that prior to the CDR the system require-
ments, the functional baseline, and the
allocated baseline need to be updated to
incorporate the claims, arguments, scenar-
ios, and any design changes as a result of
the assurance case analysis. The fourth
main bullet indicates the need to define
and select assurance-specific static analysis
and criteria for examination during peer
reviews (performed during implementa-
tion). These are key activities needed to

Figure 4: PDR Excerpt

Figure 5: CDR Excerpt

To successfully complete the PDR, ensure the following SA items were satisfactorily
completed:
• Use the architecture and preliminary design information (as available) to identify

critical components. Identify weaknesses and their associated potential vulnera-
bilities. Note that a weak architecture can result in a systemic weakness, which can
in turn lead to many vulnerabilities. Thus, a rigorous review of the architecture
may be required prior to release to design phase. Refine and document a baseline
of attack scenarios of the identified threats and assets (see Information
Assurance [IA] control: VIVM-1).

• Development of specific instances of SA scenarios, at least for the critical SA
requirements, to verify that the system will counter the attack.

• Architecture and preliminary system design includes IA accreditation require-
ments in its relationship to all hosting enclaves and impact analysis is completed
for the architecture. Develop a list of all hosting enclaves as a baseline for track-
ing purposes as the system moves into the detailed design phase (see IA controls:
DCII-1, DCID-1).
° Ensure that the architecture and preliminary system design of mobile code

usage is evaluated for acceptable risk, avoiding high risk as defined by DoD
requirements (see IA control: DCMC-1 [Mobile Code]).

° Exclude binary or machine executable public domain software products with
no warranty and no source code (see IA control: DCPD-1).

To successfully complete the CDR review, ensure the following SA items were satis-
factorily completed:
• Update the system requirements, the functional baselines, and the allocated base-

line to incorporate the claims, arguments, and scenarios.
• Capture assurance designs in the associated configuration item build-to docu-

mentation as part of the system’s Product Baseline. The system’s configuration
item verification planning should be updated and included in the Product
Baseline.

• Update the SA case based on the design, new weaknesses, vulnerabilities identi-
fied, and the preceding analysis.
° For each SA claim, define the detailed argument(s) to be used to justify the

claim, identify the expected evidence (type and expected  measure) that will
support the argument, and how that evidence will be acquired (including what
verification data must be created to acquire that evidence).

° After CDR, the assurance case’s claims and argument structure are baselined,
some evidence is already available, and the methods for acquiring the remain-
ing evidence have been defined.

• Define and select assurance-specific static analysis and assurance-specific criteria
to be examined during peer reviews, to be performed during implementation.
° Plan for training for assurance-unique static analysis tools and peer reviews.
° Ensure that another party (such as a peer) will independently perform static

analysis and test, and that the element being reviewed will be the element that
will be delivered. This counteracts the risk of a developer intentionally sub-
verting analysis and test, as well as aiding against unintentional errors.

© The MITRE Corporation. All rights reserved.
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ensure the software being developed. Also
at this point, the design must meet IA
accreditation requirements, including:

• Developing a list of hosting enclaves.
• Evaluating  mobile code usage.
• Excluding binary and machine-exe-

cutable public domain software prod-
ucts with no warranty and no source
code.

Production Readiness Review (PRR)
The PRR examines whether the system is
ready for production. From an SA stand-
point, the test results are examined to
ensure that all of the system require-
ments have been met. This entails look-
ing at test results that substantiate the
claims in the assurance case. Figure 6
shows an excerpt from the list of the SA
activities to be completed prior to the
PRR.

The first bullet discusses the need to
incorporate test results for weaknesses
into the assurance case as evidence. The
weaknesses and vulnerabilities need to be
baselined and documented appropriately
in accordance with the applicable IA con-
trol. The extent to which SA work was
performed during the early stages is
apparent during the verification of the test
results tied to each of the requirements;
early emphasis greatly simplifies the verifi-
cation.

Conclusion
The Guidebook is intended to help allevi-
ate problems by increasing awareness of
SA issues, encouraging these issues to be
addressed early in the development life
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Figure 6: PRR Excerpt

To successfully complete the PRR review, ensure the following SA items were satis-
factorily completed:
• Incorporation of the results of system test for weaknesses and their associated

vulnerabilities into the assurance case. Verification that the system weaknesses
and vulnerabilities have been baselined and appropriately documented (see IA
control: VIVM-1).

• Verification that the developed system uses comprehensive test procedures to test
any and all patches and upgrades required throughout its life cycle (see IA con-
trol: DCCT-1).

• Incorporation of the results of any testing, using industry tools and test cases, for
any binary or machine-executable public domain software products with no war-
ranty and no source code being used in the system (see IA control: DCPD-1).

• Evaluation of the relevant test results to obtain the evidence required to build the
assurance case from the following list of defensive functions of a system as well
as assurance mechanisms that address security, partitioning, access, and traceabil-
ity mechanisms:
° Evaluation of the protection mechanisms with each external interface and

associated security requirements using test results as well as other evidence
(see IA control: DCFA-1).

° Evaluation of the adequacy of security best practices of such functions as
identification/authentication (individual and group) using DoD PKI, logon
including single sign-on, PKE, key management, smart card, and biometrics
(see IA controls: as per DoDI 8500.2, DCBP-1, IATS-2, IAAC-1, IAGA-1,
IAIA-2, IAKM-3, ECLO-2, ECPA-1).

° Reverification that user interface services are logically or physically separated
from data storage and management services. This is particularly important in
high assurance systems (see IA control: DCPA-1).

© The MITRE Corporation. All rights reserved.
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cycle, and providing pointers to available
resources. The Guidebook shows how SA
can be implemented in the existing envi-
ronment and life cycle. It does not repre-
sent original research, but rather a survey
of existing work.

The plan is to update the Guidebook
to reflect and incorporate feedback
received from the programs that use it,
December 2008 changes to [5], and new
techniques as they emerge. The expecta-
tion is that this article will encourage pro-
grams to use the Guidebook and to
address SA issues early in the life cycle.u
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