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ABSTRACT

Multicasting is an essential service in wireless ad hoc net-
works.  Applying multicasting concepts developed for
wireline networks is inappropriate since they create state-
ful solutions (i.e. nodes learn to react to the receipt of a
multicast packet.) which are short lived when topology
varies. They require frequent exchanges among nodes
with an attendant overhead that increases dramatically
with the size of the network, its volatility, and the number
of multicast groups. Nevertheless, most proposals for mul-
ticasting in ad hoc networks follow the same approach.
Our proposal creates a dtateless solution that uses the
network state information that is already disseminated as
part of the Node Sate Routing’ (NSR) protocol. Node
Sate Multicasting (NSM) uses this information and vari-
ous packet formats to enable a rich set of multicasting ca-
pabilities. Multicast routing is implemented by explicitly
listing end destinations or regions in packet headers. In-
termediate nodes assume responsibility for the delivery of
packets to the end destinations or regions listed in the
header. Routing decisions are based on the NSR routing
tables. This approach is very generic and can support
both traditional wireline multicast scenarios and addi-
tional scenarios typical of wireless applications.

INTRODUCTION
Multicasting is a necessary service in military appidoet

own, has no overhead but uses information already col-
lected and disseminated by NSR. The mechanics of multi-
casting is handled in a multi-destination packet format.
The source of the multicast determines the final destina-
tions and uses a single packet for all destinations that share
the same next hop. Each router on the path does the same
for the list of destinations in the arriving packet. Not only
does this simplify the mechanics of multicasting it enables
interesting and useful multicasting functions that are not
possible with wireline concepts.

This paper begins with a broad review of multicasting al-
gorithms and protocols in wireline and ad hoc networks. It
then describes multicast scenarios emphasizing useful mul-
ticast capabilities that are not possible with stateful solu-
tions. We begin our presentation of our alternative with an
overview of NSR emphasizing the relevant features that
affect multicasting. Finally, we describe the algorithms
and mechanisms of NSM, describe how NSM supports the
additional multicast capabilities needed, and identify the
problems that must be resolved for its implementation.

MULTICASTING

Multicasting protocols have three components: a mecha-

nism for nodes to become members of a multicast group, a
mechanism for sources to reach a group, and a mechanism
to build a tree or mesh across which to distribute packets.

We review these components by briefly describing multi-

of ad hoc networking. Command and control, situatiomrast routing algorithms, multicasting in wireline networks,

awareness, warnings and alerts are all source to many dasd current work on multicasting in ad hoc networks.
tination communications. Mul'tlcastlng, however, has beef\w/l ULTICAST ROUTING AL GORITHMS

one of the more difficult services to implement. We con-

tend that this difficulty is the result of applying conceptdMulticast algorithms determine a multicast tree or mesh to
conceived for wireline networks. Their shortcoming isconnect the source(s) to the group members with the intent
that they attempt to create forwarding state in routers ththat multicast packets traverse the edges of the tree just
requires a stable topology to work. The volatility of adonce. The origin of the tree may be shared or source spe-
hoc networks make such state tenuous and attempts aific with the terms core based tree (CBT) and source
keep the state current can be overwhelming in overhedgased tree (SBT) distinguishing the two respectively.
Further, stateful solutions do not support tracking groupVhen a CBT is used, sources route packets to the core
membership and so do not support call admission, servif®@m which they are distributed. When SBTs are used,
billing, or end-to-end transmission control. We offer as aeach source for a group will have its own tree.

alternative Node State Multicasting (NSM) which is mad

possible by Node State Routing (NSR) [1]. NSM. on i,{%lven the network topology, group membership, network

tate, and constraints on performance and use of resources,
the multicast routing algorithm attempts to maximize a
performance objective. An overview in [2] provides a tax-
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onomy with two dimensions, type of constraints and optiereates an SPT. New routers can use join messages to
mization objective. There are two types of constraintgjraft themselves to an existing tree. Nevertheless, periodic
link and tree, that may be applied individually, combinedlooding and pruning is necessary to maintain SPTSs.

or not at all. Link constraints are restrictions on the fise %he multicast routing extension to OSPE (MOSPE) [6]
links. Tree constraints are bounds on the performance m?ll g

fic for packet deliverv. There are two tvbes of ontimiza. acks group membership of routers. Routers calculate the
tion Iinl?< and tree Txr/{e former o timizegr'zhe erf(';’rmancforwarding state for a specific source and multicast group

e . ' P N P With the first packet that arrives from the source. it re
of all links in the tree and the latter optimizes thaltobst

of using the tree. Tree optimization problems are njguires all routers use the same view of network topology to

complete althouah there are numerous prooosed heurist dsetermine their forwarding responsibilities to arrive at a
P 9 prop ChOn-Iooping source-based SPT. This common view be-

The better known tree formation problems are the shortesbmes less likely as network size and volatility increases.

path tree (SPT) which minimi;e; the origin t(.) receiver C.Osf'he PIM Sparse Mode (SM) [5] protocol uses CBTs. If
for all group members, the minimum spanning tree Whmlfhe volume of traffic from a source exceeds a threshold the

minimizes the tree cost when all nodes in the tree ajgy, o) protocol reverts to an SBT for that source. The

group members, and the Steiner tree which is the minimupa - " 4 cpT< created by PIM-SM are SPTs. Tree con-

cost tree pr_oblem that 'S.NP complete. Most multicast P"%iruction originates from destination routers and the trees
tocols provide SPT solutions.

are built using existing routing tables and reverse path
In implementation, multicasting protocols react to changef®rwarding techniques. The default is to build a CBT and
in group membership and topology. The relative signifidownstream routers initiate the transition to an SBT by
cance of the two types of changes depends on the rate thaggering its construction.

occur and the number of nodes and routers mvolve%s described, these multicast protocols were not designed

Changes in group membership are the greater concern, in respond to changing topologies. Changing topology

wireline networks whil han in I re th . . .
eline networks while changes topology are t ereqwres the reconstruction of multicast trees and forward-
greater concern in wireless ad hoc networks.

ing state at routers. Volatile networks risk not keeping up
MULTICASTING IN WIRELINE NETWORKS with changes and generate substantial overhead trying.

In anticipation of very large multicast groups and a mostyyULTICASTING IN AD HOC NETWORKS

static topqlc_)gy, wwelmg multicast protocols_ p_rowde maX"Proposed protocols for ad hoc environments seek solutions
mum flexibility for stations and routers to join and leave

\ . : that are more responsive to topology changes yet attempt
Q;:ﬂcﬁztwgiﬁ:psghgfﬁyfmgrgtﬁi|3<t;;§tme£k(e"ti') royl_theittg balance overhead with the reliability of packet delivery.

y s pac ' here are many proposed protocols but most are very simi-
approach allows the acts of joining and leaving to be re

. . ar to their wireline cousins. They too attempt to build
s regions of the network they occur and thf%rwarding state in routers. Efficiencies are achieved by
parts of the multicast tree they affect.

relaxing the typical multicast optimization goals and al-
The Internet Group Management Protocol (IGMP) [3] entowing non-optimal trees and redundant packet delivery.
ables multicasting on IPv4 LANs. It allows routers o, oo e is a very large number of proposed multicast pro-

|de_nt_|fy whether stgtlons on _a 'conne_ct_ed LAN are S‘Ub'tocols we will review this work from a taxonomical view.
scribing to a multicast. This is sufficient for routecs t

. e use the approach presented in [7] which divides multi-
know whether to broadcast multicasts onto the LAN anﬁ\gsting protocols first into two broad groups that divide by

whether they need to join or leave a multicast trejaﬂ/hether multicasting is application independent or de-

&ndent. The independent group is the typical multicast-
"ing approach where destinations indicate their membership
Meanwhile, multicast protocols among routers attempt tby joining groups. The application dependent versions
build trees. The most basic technique is for sources to cnewlticast packets to destinations based on their context:
ate SBTs by flooding the initial packet to a group and thetheir location, activity or need for the information in the
pruning the tree to remove links to routers that lead to nmulticast. We provide more details on the need for these
destinations. The Distance Vector Multicast Routing Prodependent approaches in the next section. We are aware
tocol (DVMRP) [4] and Protocol Independent Multicastof no multicasting protocols that attempt to implement
(PIM) Dense Mode [5] protocols that use this techniquéoth types of schemes together.

use reverse path forwarding (a router only forwards Fhe taxonomy further divides the independent group by

packet that arrives on a link that is on the Shofte?'t path {hree characteristics, the multicast topology used, the ini-
the source) which limits the number of transmissions and

Routers do not learn the specific members and so at t
destination edge knowledge of group membership is lost
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tialization approach, and the topology maintenance appased on need to know or the context of the destinations
proach. The topology can be the typical tree based topdk.g. their location or role). Below we list five multicast
ogy or a mesh based topology. The latter is used to preeenarios that are useful to military networks but impracti-
vide a more robust solution since meshes provide multipkal to implement using the standard IP approach.

paths from sources t_o des_tlr_latlons. Initialization refers t&ONTROLLED ACCESS

where the path creation originates, from the sources or the

destinations. Maintenance can be soft or hard state wifh controlled access scenario occurs when the multicast
the distinction that hard state is the attempt to fix a brokethata must be limited to those nodes that have a need to
link while soft state approaches continuously attempt tknow. In this scheme, destinations would petition the
refresh the topology. The relative merits of differenheo source to subscribe to the multicast data and the source
binations of these mechanisms are not definitive. Alsoyould admit the destination based on some criteria it
these protocols can be divided along the same lines egaluates.

routi_ng pr(_)tocols with_ there being reactive, pro:_alctive ang;EOGR APHIC WARNING

hybrid variants. Multicast protocols are every bit as com-

plex as routing protocols with similar issues on the gener&eographic warnings are multicasts that have a geographic
tion of overhead. Just as there is no routing protocol thémit to their relevance and so are limited to all nodes or a
stands out for ad hoc networking, there is no multicastingubset of nodes in the specified region.

protoco]. In f_act, with the drive to_ma!<e ad hoc netwqu%EOGRAPHIC DISTRIBUTION

compatible with the larger networking infrastructure, wire-

line multicast protocols are appearing as preferred af=eographic distribution is distinguished form geographic

proaches in military ad hoc networking proposals. warning in that it defines a distribution approach rather

. , , o than operational objective. Sources send the packet to a
A unique multicasting scheme that is similar in some WaYSode in the midst of the region from which a tree is cre-

to what we are proposing is Differential Destination Multi-gioq  The packet contains a definition of the geographic

casting (DDM) [8]. Rather than building state at routersyqqinn and this node determines the members within the

I_DDM _allows j[he sources to s_pec_ify the multicast destinq—?gion and creates a tree to those members.
tions in a variable length destination header. The protoco

uses the unicast routing tables to determine how to forwafi® HOC COLLABORATION

the packets. If a multicast is persistent, the protocel cang hoc communities of interest are organized to coordi-
revert to a soft state forwarding approach where the desfjzie activities. The objective of the service to suppirt a

nation list in the header is dropped. Implementation Qfgc collaboration is to allow a user to solicit group mem-
DDM requires destinations to subscribe directly withyership. The initial multicast is sent to user specifiest de
sources. This feature is bo_th a strengt_h_ (enables_adm'lss%tions_ Any response to this message would also be dis-
control) and a weakness (disables traditional multicastingseminated to the specified group members. This type of

MULTICASTING SCENARIOS multicast is likely to be used in command and control

. . . ituations where synchronized activities are required of
IP multicasting has two main features: sources send pac%—

ets to a multicast group by using the multicast address an
routers forward these packets using the forwarding stale1ROTTLED DISSEMINATION

created for that multicast address. Sources cannot contjgl.ases of congestion or when there is a need to preserve
group membership. If there is a need for a source to reachya ity for certain QoS purposes it is desirable for there
a set of destinations not already part of a group, then the e control of the volume of traffic offered to the net-
source must either unicast the messages to each destinalid}k.  publish and subscribe information systems are
or advertise a multicast address and wait for the destinﬁkdy to be a culprit of congestion. Throttling can reduce
tions to subscribe. The first option is not multicasting and,ngestion. There are two implementations: reducing the
the second is slow with no safeguards against illicit memye information is disseminated or limiting dissemination
bership. It is this ability of sources to control access tq, 5 subset of the subscribers. The latter approach is en-
their multicasts and to choose destinations that charactejj|eq by the user being able to specify the destinations.
izes many military multicasting scenarios.

: . . _ NODE STATE ROUTING (NSR)
In tactical networks operational requirements will deter-
mine how information is multicast. At minimum, capacityNode State Routing (NSR) is an alternative to the standard
constraints will require dissemination to be selective. Fufink driven approaches to routing. The distinction is that
ther, operational scenarios are likely to require multicaggther than discovering and explicitly disseminating con-
groups that cannot be anticipated. Dissemination may mectivity in terms of links, node states are disseminated

tors in disparate organizations.
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and connectivity is inferred from their pairwise use. Ar

ticulating network state information in node states allow '
NSR to support other functions such as quality of servi i [P Je—{otherinterfaces
[1] and, as we describe here, multicasting. NSR is impl | !

*--»NSR Routing

mented beneath IP and is very much a part of the li

L . Scheduling
layer. It is intended for a homogeneous wireless netwol Access
Fig. 1 illustrates that additional routing functionality abow V4
IP is needed for heterogeneous networks. IP routing ¢

changes information with NSR routing and does not offe
load to the wireless network.

<+<—> Packet flows

<+----+ Cross layer communication

OVERVIEW Fig. 1. NSR’s multilayer routing functionality
In lieu of links, there are two different routing constructs Table 1. Proposed node states to support multicasting
used in NSR, a node and a wormhole. The node constrt __state DESCRIPTION

iS modeled as a point in Space and iS assumed to have c Address MAC address of the node or the wormhole. In the case of the

wormbhole, the address is associated with the node at the front end.

neCtiVity with other nodes through the use of wireless COr T-meter Pain Pathloss of the first meter of propagation used with the log distance

nections. In many cases nodes may be connected usin los______ pathloss model. _ :

. . . 3 Propagation  Propagation conditions can vary based on the location of nodes and the
dedicated link such as a cable. To use these links with map direction of propagation. To accommodate this concern nodes measure

H 0 H and estimate a pathloss exponent for the pathloss model. We require
the nOde State routi ng prOtOCOI we defl ne a Second routi cach node that broadcasts a packet to announce the power level it is
construct called a wormhole. We define our wormhole using. We assume that each destination node that hears a broadcast can
t t d t d th b t t . t . th determine the power level of the received signal and can then estimate a
construct as a directe pa etween two pOI nis in en pathloss cxponent using the attenuation of the signal and the scparation
work. The basic a|gorithm used to select which routint distance from the source. When propagation characteristics vary to
. . L different destinations, these states can be broken up into different

constructs to use in a route considers the cost of sendint sectors that account for these differences.
paCket to a construct and the cost Of USing the constru Cost A cost that is assigned to using a node or a wormhole that is considered

R when assigning a metric to a link.
These costs are derived from the states of the nodes ¢ T Addresses 1P addresses that are used by the node. It includes multicast addresses.

th e worm h 0 | es Location The location defines where the node or where the wormhole’s endpoints
' physically exist in the network. Node state routing requires location
awareness.

NSR reqUireS two Capabllltles |Ocati0f:l awe_lre_ness an_d tl Time Stamp  This is the time that the reported state was measured. We assume time
ability to measure signal strength. With this information is absolutc and synchronized throughout the network.

each node creates a pathloss map. Location and the pg

loss maps of all nodes and wormhole endpoints provi gted. There are many ways this information can be de-

sufficient information to determine connectivity betweenterm'ned and placed into a data structure. Our approach is

to empirically observe and record the pathloss from
the constructs and then the overall topology. . : ; .
pology neighboring transmitters and then to record these into a

NSR consists of three processes, propagation map disc@ata structure that differentiates different pathlosisies

ery, node state dissemination, and a route calculation. ®y direction from the receiver. Pathloss in a particular d
a periodic basis, each node in the network transmits nogection is articulated using two values, a one meter path-
state update packets. These transmissions are used to [iss valuePL,,, and a pathloss exponent, n, which when
cover propagation conditions and to disseminate the nodged with the log distance pathloss model,

states. Either on a periodic basis or as required, nodes USE(dB) = PL(1Im) + 1 log@l ), estimates a pathloss be-

these states to determlne_topology. We now describe thets\i\?een a transmitter and receiver given the distance that
processes in greater detail.

separates them. We use a single 1-meter pathloss per node
NODE STATES and differentiate different pathloss conditions by using

The node states used in NSR may describe any type %ifferent exponents. To differentiate pathloss by direction,

state information for a node. As a minimum, it provide%Ne use a variable data structure that uses a series d$ wor

the node’s location, the propagation conditions about the specify path loss exponents on a directional basis. We

node, and a mapping between IP and MAC addressdse 8 bit words which allows us to specify 256 different
Table | provides the minimum states required to implep"’ithlos‘S exponents, in our case n = 1.9 to 7.0 in increments

ment multicasting. The use of other node states for tﬁgat'p'rovide equidis_tant changes_ in propagation range and

purpose of QoS or energy conservation [1] can also 8 divide a sphere into 256 longitude§) @nd, by choice,

used to extend these services to multicasting. 180 latitudes @, providing 46,080 sectors. Not all sectors
need to be explicitly specified. The propagation map

Propagation maps are data structures in which pathloggyid have the form (0, @y, G, Ny, ... Gy, Nox 255, @,
conditions are recorded so that link budgets can be calclgl-0 Moy B, M, -.., 255, 180). Since= 0, 8= 0, 9= 255
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have different node state information and loops may occur.
The observation of a loop triggers accelerated updates.
The goal of these updates is to synchronize the node state
tables of all the nodes in the loop so it can be broken. Af-
ter identifying a looping condition, a node in the loop
broadcasts a relevant subset of its node state table that
covers the region of interest, recalculates its routingabl
and then forwards the packet that was looping. This proc-
ess is repeated so long as the packet remains in the loop.
Propagation map —* (2, 255, 30, 2.5, 120, 2, 140, 2.5, 255, 100, 7, 0) Ultimately, all nodes in the loop will have a common pic-
Fig. 2. Example propagation map ture of the network and the packet will progress.

and ¢ = 180 occur predictably we drop most from theThrough diffusion and forced scaling, NSR aggressively
structure. We still us@ = 255 and 0 as delimiters in our €mploys fisheye scope [9] and the distance effect [10] to
abbreviated data structure. The value 255 delimits a hofitigate stale states. Fisheye scope refers to teet efis-

zontal sweep and the value 0 delimits the end of the maj@nce has on the accuracy of a node’s view of the net-
Fig. 2 illustrates an example propagation map and tnaork’s topology. It is most accurate close to the node and

transmission ranges it predicts. SO route accuracy improves as packets progress toward
their destination. Then, because location is a part of the
TOPOLOGY DETERMINATION routing calculation, the distance effect mitigates routing

Given a set of node states, each node determines topoldgjyors. The distance effect refers to the effect treafuh

in three steps. First, connectivity between constructs t§er nodes are apart from each other, the less effect their
inferred using their propagation maps and locations. Féelative movement has on the direction between the two
each pair of constructs both propagation maps are applig@des. The next hop in routing a packet between the two,
and the worst case predicted pathloss is used as the megyen with the stale information for distant nodes, is likely
ure of connectivity. If this predicted pathloss is belowo be correct. The use of loop detection and the subse-
some designated threshold, a connection is inferred. Setent accelerated node state distribution correct the situa-
ond, for all inferred links a metric is assigned. These metion when the network is too volatile.

rics are f_ormed from the node states and inclu_de the cost of NODE STATE MULTICASTING (NSM)

transmitting the packet and using the destination construct.

Finally, Dijkstra’s algorithm is used with the weighted setNode state multicasting (NSM) is a feature built directly
of inferred links to find the shortest paths to all destina®n top of NSR and so requires no additional overhead. It
tions. The power of this approach is that a whole asso@Upports both the standard multicasting approach where
ment of filters and weighting techniques can be used @estinations subscribe to a multicast address and the spe-
affect the routing tables that are calculated withoutrigavi cial scenarios where the source specifies the destinations.

to change the state dissemination mechanism. Multicasting in NSM is accomplished with four features,
the mapping of IP addresses to MAC addresses in the node
SCALABLE NODE STATE DISSEMINATION state tables, special multicasting packet formats, algo-

Nodes distribute the node states using a diffusion mechéithms for forming and routing packets, and cross layer
nism. On a periodic basis a node will broadcast a nod@mmunications.

state packet' (NSF_’) Which will _include its own state and, DDRESS MAPPING

other states in its list restricted in number by the maximum

packet size. The states that are included in these updale¥o of the states that NSR disseminates are the MAC ad-
are selected by two criteria, a threshold that indicatedress of the wireless modem and a list of all IP addresses
whether an update is needed and a prioritization criterig?¥f the hosts serviced by the modem including multicast
to enable selection amongst several states that meet @fdresses to which they subscribe. Thus, IP addresses and
update threshold. In the diffusion process, the updafdAC addresses are mapped to each other. This scheme
threshold depends on the distance between the node tBHfinates the need for the address resolution protocol and

owns the state and the node doing the rebroadcast. provides a means to join multicast groups. Nodes join a

. ) . i multicast group by adding its address to their states.
Scaling is forced using a minimum interval between NSP

updates, i.e., a node may send one NSP per interval. HORACKET FORMATS

ever, NSP updates are accelerated when routing failurgsstandard NSR MAC packet will have three MAC ad-

are observed. Loops do not occur in link state routing preyresses in the header, the source, the next hop and the final
tocols if all nodes use the same states. In NSR, nodes may
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destination address. To support NSM, we add an ad
tional optional extension that is an address list. NSI
populates this list with the final destinations for the packe
and the final destination in the standard header is set t
MAC multicast address. The next hop node upon recei
ing this type of multicast packet has responsibility tor f
warding the packet so that it can reach each of the destia. The multicast scenario. Node 1 is the source and
tions in the list. This node may transmit it once with th2, 4, 5, 6, and 7 are the final destinations.

same destination list or multiple times each with differer
non-intersecting subsets of the original destination list.

SRC-1 NH-3 DST - An MC address|

MC DST List—4,5, 6
]
SRC-2 NH-7 DST-An MC address,

Multicasting may be reliable or unreliable at the MAC. 2 |ycostiist—7 // I

reliable implementation requires each packet recipient SRC-3 NH-4 DST —An MC address RC-3 NH-6 DST—An MC address
acknowledge receipt in the same frame. An unreliab ‘ Aé

implementation tries to take advantage of the broadce
nature of the wireless medium and a single packet
transmitted to multiple recipients making acknowledgeb. Packet headers for the reliable MAC multicast. Node 1
ment in the same frame impractical. In the reliable insends two paaks to 2 and 3 and then those nodes for
plementation, the next hop address is a standard peer the packet. The MC destii@ns of the packets are lis
dress and in the unreliable packet it is the limited broadcin the MC DST list

address. For an unreliable multicast the list of multica

SRC-1 NH-2 DST-AnMC address
MC DST List—2,7

MC DST List—4 MC DST List — 6

L4
SRC-3 NH-5 DST—An MC address
MC DST List—5

SRC-1 NH--1 DST-AMC address

addresses is delimited by some unique address with 1 DST List £2.2. 7013, 4,5.0)

first address after each delimiter being the specific ne / \

hops that must receive and handle the packet. The ¢  |SRC-2 NH--1 DST-AMCaddress||SRC-3 NH--1 DST-AMC address
MC DST List-7,7 MC DST List—4,4,-1,5,5,-1,6,6

dresses between the next hop addresses and the next : :
limiter are the destinations to which it must forward thC. Packet headers for the unreliable MAC multicast.

packet. Fig. 3 illustrates the differences in these al sends just 1 packet and the MC DST List identifie
proaches. the next hops and the desttions to which those noc

o i must forward the packet. Nodes 2 and 3 forwarc
We offer specialized packet formats for geographical mup,cket and all multicast destinations are covered.
ticasting. The basic concept is for the packet's souwce

route a packet to a distant node that is given the respor Fig. 3. Multicast packet headers

b_iIity to multicast th(_e packet to all node§ in a region.- Re [SRC Addr NH Addr DST AddrMC Qualiier|
gions may be described as a center point and range or ¢ -

. . SRC Addr — The node transmitting the packet
rectangle using three coordinates. The header must a NH Addr — The next hop destination of the packet
specify the qualifier to be a destination, either a multica M Qualfier . Method use t dentfy the Tna destnations. 0 none,
address, a broadcast address, a node state, or an exf 1=DSTlist, 2= MC or broadcast addr, 3 = State values
list of destinations. Fig. 4 illustrates the different heade a. Packet header
mformgtlon for the packets. The main he_ader appears [DST List | [Broadcast Addr_Region description |
an ordinary peer-to-peer packet header with a flag set 1 Final destinations are those in the list  Final destinations are all nodes in the
the appropriate region based routing. The addition regron
header contains the region definition and the destinatic [C Adar Region description | [state vlues _Reglon description |
qualifier. The destination node in the main header Nas I fegu et subwriv tohe speciics.  region it nave s valies har
sponsibility to identify the final destinations and to creat multicast address match the listed values
the multicast packets of the type shown in Fig. 3 to distril b. Qualifier criteria for multicast destinations

ute the packet.
FORMING AND ROUTING PACKETS

Fig. 4. Geographical multicasting packet headers
Table. 2. Typical NSR routing table

Table 2 illustrates the fields of the NSR routing tables. Fc (Table excerpt of Node 2 in Fig. 3a.)
each destination there is an entry for the next hop, the no_ Destination Next Hop Previous Hop Cost Distance
this node (i.e. the node that owns the table) should forwal 1 1 2 -8 1
the packet for delivery and an entry for the previous ho 2 i % ;; §
which is the node this node thinks will ultimately forward 5 1 3 25 3

6 1 3 3.0 3

the packet to the destination. The previous node entry ¢
lows this node to reconstruct the full path in the reverse.
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Given a complete listing of destinations for a multicastained within those regions. Both choosing regions and the
packet the source node sorts the destinations into groupgdes responsible to route within those regions are inter-
that share the same next hop. In the reliable approachesting research problems.
packet is created for each next hop Whlle_ln th(_e unreliable CONCLUSION
approach the groups of destinations are listed in blocks as
illustrated in Fig. 3. In some implementations there mayVe reviewed the issues of multicasting in ad hoc net-
be a limit to the number of destinations that can fit in th&orks. Multicasting is challenging not only because of the
destination list. In this case the list must be subdividedolatile topology of these types of networks but also their
and multiple packets formed. The list is subdivided baseghique multicast requirements. We provided a quick re-
on the expected follow-on hops that packets will be forview of wireline approaches and demonstrated that the
warded by the next hop node. These sublists are combineare mechanism that they use is to build forwarding state
if together they have fewer destinations than the list.limi at routers. Changing topologies may prevent convergence
If a sublist remains too large the process is repeated usiagd networks may be overcome by the resulting flood of
the third hop as the criteria for dividing, and so on. Subadministrative traffic of these protocols trying. We furthe
lists are never divided for the sake of filling a destorati provided an overview of research on multicasting in ad
list. This type of division should only be necessary at thBoc networks explaining that these approaches follow the
source of the multicast since lists never grow as they afeotsteps of their wireline cousins and also build state at
forwarded. Intermediate forwarding nodes base all theiouters. Although better, they too may not converge and
actions on the destinations specified in the MC list. are large sources of overhead. We point out that the state-
ful solutions that these protocols create are not seffici
CROSSLAYER COMMUNICATIONS for military networks and are not designed to support het-
NSM is primed to support the many useful multicastingerogeneous networking. We describe NSR and how its
tasks that are described in the multicast scenarios. Amyate dissemination mechanism supports joining multicast
listing of destinations can be used to define the destingroups and tracking group membership. We described
tions of a multicast packet. At present it is not clear hoWSM, how it solves the traditional multicasting problem,
applications will articulate and inform NSM of these desti-and how it can also support the multicasting scenarios that
nations. Parts of the functionality of deciding the destinarequire source selection of destinations. Finally, we point
tions to send a packet will reside in applications and in theut that exploiting the capabilities of NSM will require the

IP routing protocol illustrated in Fig. 1. development of protocols that applications can use to get
EXPERIMENTS AND EUTURE WORK access to these unique multicast services.
REFERENCES

We have implemented a crude form of NSM, only the reli-

able multicast, in OPNET and tested its performance in[d 7. Stine and G. de veciana ‘A paradigm for quaibeervice in wireless
L . . . ad hoc networks using synchronous signaling an es,|EEE J. Se-
specialized simulation environment that has been devel- |eq Areasof Communications, Sep. 2004, pp. 1301-1321.

oped for military scenarios. [11] The scenarios in this erf2] B. wang and J. Hou, “Multicast routing and it Qa8easion: problems,
vironment heavily use multicasting. The traffic is threade% algorithms, and protocols|EEE Network, Jan-Feb 2000, pp. 22-36.

. B. Cain, S. Deering, |. Kouvelas, B. Fenner, andTAyagarahan, IETF
such that success leads to more exchanges. Our impl€- rrc 2236, Internet Group Management Protocol, 'dars3, Oct 2002.

mentation using a 1 Mbps physical layer delivered threl] D. Waitzman, C. Partridge, and S. Deering, IETF RE&S5, Distance

: : ; ; vector multicast routing protocol, Nov. 1988.
times more gOOdet than the default Implementatlon usl S. Deering, D. Estrin, D. Farrinacci, V. Jacobg€0nLiu, and L. Wei, “The

a 600 Mbps data rate. There were many differences in the pim architecture for wide-area multicast routingZEE/ACM Trans. on

characteristics of the wireless nodes and so this observg- JNet'\\;lvorklp’a, ﬁpr- 1t996,t pp. 15't3>—_1f32-f OSPRSDmM. of the ACML A

. . . . . Moy, ulticast r n xtension for mm. y

tion serves only to substantiate the suitability of our ap=" gos pp. 6166, orthe ua

proach. [7] C. Murthy and B. ManojAd Hoc Wireless Networks: Architectures and
. . . Protocols, Prentice Hall, Upper Saddle River, NJ, 2004.

Further research is needed into how to integrate the spge- L. Jiand M. Corson, “Differential destination niciist — a MANET multi-

cialized multicast approaches in wireless ad hoc networks ‘igztl“’“‘ing protocol for small groups,” IEEE INFOR 2001, pp 1192 -

with the applications and the heterogeneous networks wif§] G.pei, M. Gerla, and T-W. Chen, “Fisheye Scope Rguta routing
which they are expected to be used. Many interesting mul- scheme for wireless ad hoc networkBroc. of the Int. Communications
ticasting approaches are possible Cont., June 2000, pp. 70 — 74.

' [10] S. Basagni, |I. Chlamatac, V. Syrotiuk, and B. Woadly “ A distance

s . . . . - . effect routing protocol with group mobility,Proc. of the 4" Annual
A criticism of this type of explicit multicasting is thatis IEEE/ACM Conf. on Mobile Computing and Networking, 1998, pp. 76 —

impractical with large groups. We envision using NSM’s  sa.

geographical multicasting mechanisms to overcome the§é! G- Comparetto, E. Lindy, M. Mirhakkak, and N. SehulOverview and
hort . The network m be divided int application of a modeling and simulation environingnsupport protocol

shor C_0m|ng_s- _e ewo o ay e |V_| € m 0 geo- performance evaluations in mobile communicationsvakks,” Proc. Int.

graphic regions with the explicit multicasting being con-  Conf. on Communicationsin Computing, 2004

7 of 7





