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The MiTAP system1 [Damianos et al. 2002a, 2002b, 2003a, 2003b; MiTAP 2001] was 
developed as an experimental prototype using human language technologies for 
monitoring infectious disease outbreaks and other global disasters. MiTAP is designed to 
provide timely multi-lingual information access to analysts, medical experts, health 
services, and individuals involved in humanitarian assistance and relief work. Every day, 
thousands of articles from hundreds of global information sources are automatically 
captured, filtered, translated, tagged, summarized, categorized by content, and made 
available to users via a news server and web-based search engine. Information extraction 
technology plays a critical role in many of these processes, presenting information in a 
variety of time-saving mechanisms to facilitate browsing, searching, sorting, and 
scanning of articles. Machine translation provides analysts with access to foreign 
language information otherwise unavailable. We have created a novel prototype by 
integrating MiTAP with an expert system to help analysts and public health officials deal 
with overwhelming amounts of data and information in the biomedical domain, 
specifically relating to disease outbreaks. By providing the analyst with alerts to 
indications of disease-related activities, the prototype attempts to detect early signs of 
disease outbreak in non-traditional data sources, giving the analyst more time to focus on 
potentially interesting data while reducing the time spent investigating false alarms and 
insignificant events. 
 
Background  
Potentially catastrophic biological events are increasing in frequency. In recent years, the 
world has experienced SARS outbreaks, smallpox and anthrax scares, and the rapid 

spreading of West Nile Virus 
(see figure 1). Experts fear that 
other infectious diseases, like 
Rift Valley Fever, could arrive in 
the US in the very near future or 
that outbreaks of SARS could re-
occur. Factors such as 
international trade and travel 
increase the potential economic 
and political impacts of major 
disease outbreaks. Yet it is 
difficult to detect a disease 
outbreak early enough to respond 
and contain it adequately. 
Modern disease surveillance 
systems rely on human medical 
Figure 1 The 2004 spread of West Nile Virus across the 
US through June 2004. Courtesy of the CDC. 

                                                 
1 The MiTAP system was funded, in part, by the Defense Advanced Research Projects Agency 
(DARPA) Translingual Information Detection Extraction and Summarization (TIDES) program 
under contract numbers DAAB07-01-C-C201 and W15P7T-04-C-D001. The extensions to support 
disease detection were funded by a MITRE Special Initiative for Rapid Integration of Novel 
Indications and Warnings. 
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data to track epidemic activity; an outbreak cannot be detected until patients start 
appearing in hospitals for treatment of symptoms and until those cases are reported to 
both local and global authorities. 
 
The Problem  
Even with accurate records of patient symptoms, the information is not always shared or 
integrated in a well-coordinated and timely manner. A few cases of flu-like symptoms at 
a single hospital or clinic will not raise an alarm. However, multiple hospitals in an area 
reporting cases of the same symptoms could indicate a major disease outbreak. This can 
only be understood if the hospitals communicate to an oversight organization that 
integrates data from multiple sources for a complete perspective. 
 
After an outbreak has been detected, details may be reported in local news media and 
through other information channels. A disease surveillance system in other parts of the 
world may try to monitor global news reports to stay abreast of the latest outbreak 
information, but foreign language news is not always available. Even when it is, it may 
not be current by the time it has been translated and is in the hands of a medical analyst. 
With or without foreign language data, the overwhelming amount of data in English 
makes it nearly impossible for public health officials and medical analysts to acquire, 
manage, and digest critical information needed to detect and assess biological events in a 
timely manner. As a result, responders and health care workers have too little lead time to 
prepare for potentially catastrophic events. 
 
Motivation and Hypothesis 
The initial SARS outbreak occurred in southern China in late November of 2002. The 
global World Health Organization (WHO) alert was not issued until almost four months 
later on March 12, 2003. Within a month after the announcement, the epidemic had 
spread to over 3000 cases in 20 countries on all continents with over 100 deaths, and a 
worldwide panic had begun [WHO 2003]. Public health officials had not received timely 
information about the crisis from hospitals or governments and therefore were powerless 
to contain the disease or control public reaction. 
 
Yet there were other, less direct indicators that may have provided advance clues of a 
disease outbreak. These included abrupt changes in purchasing patterns of staples or 
over-the-counter pharmaceuticals, or events such as hospital closings [Asia Times 2003a 
& 2003b, FBIS 2003b, Manila Bulletin 2003, Miami Herald 2003]. Had there been a 
comprehensive monitoring system for these types of activities, analysts may have been 
alerted to the gravity of the situation earlier, and public health officials may have been 
able to contain the rapidly spreading disease. 
 
Our hypothesis is that, by identifying and automating the monitoring of indirect 
indicators of disease outbreak, we will be able to provide faster advance warning of a 
potential epidemic before it spreads. These non-traditional types of indicators usually 
appear in local media before global awareness of an event is ordinarily possible. It 
remains to be seen which of these indicators are most relevant and whether or not they 
can be discovered in the massive collections of real-time, noisy data available from 
international news organizations in electronic form. 
 



Approach 
To demonstrate the feasibility of using novel data sources to detect pre-event indicators 
related to disease outbreak, we are developing a semi-automated environment which 
captures data and allows analysts to investigate alerts and build a model iteratively. 
 
The prototype automatically collects electronically accessible global data over the web in 
multiple languages. This includes newswire, Internet data, stock indices, environmental 
information, and transportation data. Using human language technology, the data is then 
filtered and translated, and relevant information is automatically extracted and annotated. 
News articles are categorized by topic and binned accordingly. 
 
Analysts investigate the captured data retrospectively to detect indirect indicators for 
signs of disease-related activity as well as explicit mentions of disease. The indicators are 
then fed into the prototype as filters on incoming data. As data come in, the prototype 
monitors matches against the indicators. When thresholds are reached (as pre-determined 
by an analyst), the system triggers alerts which are fed into an expert reasoning 
component. The expert system consists of human-tailored, weighted rules which compare 
and correlate events from the data capture component and from other external sources to 
alert analysts to suspect activity. The analysts are presented with the related context and 
tools with which to investigate the alerts. Analysts can view the data in aggregate form 
and use their time investigating only the most promising and important events. 
 
Indicators of Disease-Related Activities 
Through retrospective analysis, we have produced a draft list of potential indicators of 
events surrounding disease outbreak. These pre-defined terms and keywords are used as 
filters on large quantities of data (roughly 5,000-10,000 articles a day in the current 
prototype). Combinations of these keywords are used as input to human-generated rules 
in the reasoning engine. 
 
Exploratory Prototype 
Our first semi-automated prototype for disease detection consists of a data collection 
component, an expert system (based on [JESS]), and a graphical user interface to 
analytical tools and the underlying data. Figure 2 depicts the interaction of these 
components and a sample of data sources ingested by the prototype.  
 
Open source, electronic data is collected in multiple languages from local, regional, and 
national news sources. The articles are ingested by the MiTAP system, a suite of 
integrated human language technologies combined for the purpose of enabling humans to 
find and interpret relevant information quickly and effectively, independent of language 
or medium. The current system is limited to written material; however, the technology is 
being developed that would make it possible to collect broadcast news (TV and radio) in 
future versions [Palmer et al. 2004]. MiTAP was initially created for general tracking and 
monitoring of infectious disease as part of an experiment in biosecurity and later 
expanded to other domains for tracking of global events. For this work, MiTAP has been 
further configured to the disease domain [Damianos et al. 2004]. 
 



 

 
Figure 2 Early prototype for disease detection. Open source data is processed by the MiTAP 
system. Detected events are fed into the expert system which fuses, analyzes, and correlates 
data from multiple sources. Analysts have access to data and tools for further exploration. 
Based on retrospective analysis and iterative processing, analysts can modify the filters, rules, 
and models that system components use. 

 
 
The foreign language articles are machine translated into English [Miller et al. 2001], and 
then all English articles (original language, human translated, and machine translated) are 
normalized into a common format, tagged, summarized, categorized by content, and 
made available to analysts via a news server [INN 2001] and web-based search engine 
[Jakarta Project 2001]. Information extraction technology [Aberdeen et al. 1996, 1995; 
Ferro 2001; Ferro et al. 2001; Mani & Wilson 2000; Vilain 1999; Vilain & Day 1996] 
plays a critical role in many of these processes, presenting information in a variety of 
time-saving mechanisms to facilitate browsing, searching, sorting, and scanning of 
articles. Information extraction is also used in novel ways to provide high level views of 
multiple documents, for example, by presenting the most frequently mentioned diseases 
each day [Baldwin et al. 2002. Figure 3 shows how information extraction is used to 
highlight critical keywords and entities in articles, providing information at a glance. 
 
 
 
 
 



 
Figure 3 Information Extraction technology plays a critical role in the system. Here, 
keywords are highlighted in the text of an article, making scanning for critical information 
quick. Pop-ups list people and locations mentioned in the article. 

 
 
 



After standard processing, each article is filtered on the indicator keywords, entities, or 
simple Boolean expressions of the indicators. These matching article counts are recorded 
and tracked daily. A count exceeding a given threshold triggers an event which is then 
fed into the expert system. For example, if a day’s count of articles mentioning drug sales 
is 200% higher than the daily average, this might indicate an activity worth investigating 
and will trigger further analysis. Figure 4 graphs daily counts of articles that match the 
drugs filter which monitors news on pharmaceuticals, antibiotics, anti-inflammatories, etc. 
 
The data spike, indicated by the arrow, is what triggered an event. Note that the 
thresholds were arbitrarily set by the developers in this early work. One of the interactive 
roles of the analyst is to refine these thresholds and tune the system iteratively. 
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Figure 4 The prototype monitors the number of articles that match a specific filter pattern on 
a daily basis. If the number exceeds a specified threshold, an event is triggered and sent to the 
expert system for correlation with other pieces of information and then further analysis by a 
human. Note that data are not currently normalized to volume, weekends and holidays, or 
seasonal changes; this will be part of future work to validate the indicators and alerts. 
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The expert system performs data fusion on the events from MiTAP and other sources, 
compressing a large volume of information into a smaller, but more significant, set of 
events or alerts. In addition to the output from MiTAP, the expert system can monitor 
information events in [RSS] feeds and other dynamically updated information on the web 
or other electronic sources. The rule-based reasoning engine (with hand-authored rules) 
analyzes these events, identifies related events, correlates or invalidates other events, and 
generates an estimate of significance, complete with an audit trail of supporting and 
negating evidence. Figure 5 provides an example rule that was fabricated for purposes of 
demonstration. The reasoning engine can also supplement its knowledge base by 
performing a directed search via the query management component, allowing retrieval of 
information from a wide variety of sources including databases and web pages (e.g., 
stock market indices, transportation data, weather information, etc.). For example, the 
rule in figure 5 retrieves information about the state of the stock market in real-time from 
sources on the World Wide Web. The alerting component of the engine disseminates the 
resulting conclusions and associated references to the analyst. Figure 6 illustrates one 
possible interface to this information.  
 



if: event is of type pharmaceuticals 
and: the event indicates a spike in the count of articles 
and: the pharmaceutical stock index has recently increased 
then: increase the confidence in the event’s significance by 85% 
and: add a stock quote to the audit trail 
 
Figure 5 Example rule, written in plain English, demonstrating how the prototype collects 
and combines context for significance of each event. This rule was fabricated for 
demonstration purposes. 
 
 
 
 

 
 

Figure 6 Example of a significant event presented to an analyst by the expert reasoning 
system. The event was triggered by a 205% increase over average in the number of daily 
articles referring to drugs, pharmaceuticals, antibiotics, and anti-inflammatories in a specific 
region. In support of this conclusion of 91% certainty, the expert system has directed 
searches of drug company stock markets which indicate a correlated sudden increase. 
Related events include a data spike in the panic buying filter. The prototype provides the 
analyst with access to the underlying data; keywords are searchable across both English and 
foreign language databases. Graphs (similar to that in figure 4) show the sensor data over 
time, and other links provide quick access to relevant data sources. 



The analyst can drill down into the data, directing specific searches to follow leads and 
draw his own conclusions. An analyst can search on any of the filter keywords, in 
multiple languages, simply by clicking on the term. Results from these or any other 
directed search can be retrieved in list form or plotted along a timeline. Visualizing the 
data in a graph sometimes reveals patterns, trends, or peaks indicative of interesting 
activity. The graph of retrieved search results in figure 7 shows a data spike 
corresponding to a surge in mentions of disinfectant sales during the SARS outbreak in 
February 2003 – a month before the WHO announced the epidemic. 
 
 

 
Figure 7 Search results can be visualized by 
plotting the aggregated number of articles along a 
timeline. Viewed in such a way, peaks and trends 
are more easily identified. This particular graph 
depicts articles about disinfectant sales and usage. 
The data spike during February 2003 corresponds 
to panic buying of disinfectant during the SARS 
outbreak – before WHO announced the epidemic 
publicly. 
 
 

 
 
Relevant or interesting searches can be saved and used as new filters on incoming data. 
The analyst can also specify a threshold, or trigger, for alerting purposes and input into 
the reasoning system. In this way, the analyst can tweak the system and build a more 
accurate model for detection. 
 
If an analyst chooses to perform a cross-lingual search [Darwish 2002] on the foreign 
language data, she can specify the search terms in English. The query is automatically 
translated and expanded, and the results are returned in English with links to the original 
foreign language documents. State of the art machine translation does not rival human 
translation but usually provides enough information for an analyst to determine whether a 
particular article is of significance, thus giving the analyst access to data otherwise 
unavailable. If a human translator is available, the original foreign language versions of 
the selected subset of articles can be retrieved and translated, reducing the need for a 
human to translate hundreds or thousands of articles. 
 
The event interface also allows the analyst to visualize graphs of the filters, browse 
related data (e.g., weather, stock market indices, transportation data), and make 
annotations and judgments on the significance reported by the system. 
 
Early Results and Discussion 
As we integrated the components of the prototype, we arbitrarily set thresholds and 
created rules based on the exploratory keyword combinations. We selected just a subset 
of indicators to use as filters on the data and created some very simple rules in the expert 
system. Our goal was to demonstrate the proof of concept. Coincidentally, during the 
month we ran our exploratory prototype on open source data, there was another reported 
disease outbreak. We had unintentionally stumbled across a very real world situation in 
which to test our hypothesis. We ran the system in the real world environment and 
monitored the data for indicators of events that might be related to the disease we were 
investigating. 
 



Surprisingly, even our poorly tuned demo system ingesting noisy, non-normalized data 
was able to detect potential outbreak activity before this information was made public. 
Figure 8 shows a high-level view of multiple events after analysis via the expert system. 
Each row represents a single event; red indicates significance as deemed by the expert 
system, green indicates non-significance. The entire set of events was detected during a 
single month. Note that several events occurred on a single day, and not every day had an 
event. What is most interesting about this screen capture is that it shows significant 
events occurring more frequently over time – as we approach the reported incident. The 
arrow indicates when the first new disease case appeared in the press.  
 

 

Outbreak reported

Figure 8 Multiple events during a single month. The increase in frequency and number of 
significant events (red rows) coincides with the reported disease outbreak. 

 
To visualize the change in significant events over time, we have also plotted the alerts 
(both significant and non-significant) on a graph in figure 9. Again, it is clear that the 
alerts became more frequent and more significant approaching the date of the case reports. 
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report was made public. This lends some validity to the indicators we chose to monitor, 
demonstrating that our indirect cues do indeed appear in the media during fear of an 
outbreak. One confounding factor is that societies can become sensitized to particular 
diseases, and reactions to new incidences of that disease may be altered. 

Significant alerts to indirect indicators
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sions and Future Directions 
iding the analyst with alerts to indications of possible events surrounding an 
, the prototype attempts to detect early signs of the spread of disease, giving the 
ore time to focus on potentially interesting data while reducing the time spent 

ting false alarms and insignificant events. 

 not a rigorous validation of our hypothesis that pre-event indicators of 
s disease outbreak are present weeks to months in advance of transnational 
f epidemics, the prototype shows promising potential for detecting and analyzing 
ators of disease-related activities, in non-traditional data sources. Despite using 
d non-normalized data, non-validated indicators, and untested rules, the system 
rated promising results in a real world situation. A medical analyst using the 
e before and during the disease reports would have had access to a collection of 
ion and articles that would be useful in investigating the threat. This proof of 
will serve as a springboard for future iterative development, baseline 

ment, and validation of the indicators and rules.  

 to incorporate additional tools and visualization techniques to allow analysts a 
f ways to analyze the presented data. In addition, we plan on exploring alternate 
rces such as Weblogs, weather and environmental data, and perhaps even 
ation or telecommunication information, if accessible.  

 have the opportunity to explore more fully and work closely with a team of 
 we will devote our efforts to a formal evaluation of both the model and the 
omponents. Eventually, a validated system would be an ideal complement to 
al biosurveillance and communications. 
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