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Recent dramatic improvements in generative 
artifcial intelligence (AI) capabilities have 
captured worldwide attention, and AI has 
become a major issue across the intelligence 
community (IC). While there is much to 
gain from AI in all its forms, there are 
myriad challenges and issues the IC must 
understand and address. As part of our 
ongoing Intelligence After Next paper 
series, we have created a special series 
to cover key topics in AI specifcally in the 
context of the IC. This paper represents 
the frst of the series. 

Artifcial Intelligence for Law Enforcement— 
A Challenging Environment 

Law enforcement (LE) is one of the most challenging 
environments for the application of AI due to the 
complexities of laws, policies, and practices that must 
be complied with, as well as the intense public scrutiny 
that comes with technological advancements in this feld. 
Nonetheless, AI has the potential to provide signifcant 
benefts in the LE domain, including enhanced analysis 
and optimization of information, improved effciency and 
effectiveness, and increased compliance with legal and 
regulatory requirements. 

Moreover, by partially automating administrative tasks, 
AI can help reduce the burden of paperwork and allow 
practitioners to focus on higher-value tasks. 

As AI technology continues to evolve rapidly, the LE 
community has a vested interest in adopting these 
innovations incrementally, ensuring that human oversight 
and accountability remain paramount. The adoption of AI 
should not aim to replace the human element in policing 
and investigation; instead, the use of AI should seek to 
enhance the ability of LE to conduct its mission more 
effciently and effectively. This concept is not new. In 1986 
Dr. Robert E. Uhrig advocated for AI to be used as “expert 
systems” supporting complex decision-making processes 
by “capturing and disseminating human expertise and 
knowledge” to facilitate the safe and effective operations 
of nuclear power plants. He observed, “artifcial 
intelligence is not a substitute for human intelligence, 
but rather a technology that complements and amplifes 
human capabilities.”1 Ultimately, the successful 
integration of AI into law enforcement holds signifcant 
promise in enhancing LE’s ability to carry out its mission 
of protecting the American people. 

To address these challenges, a phased approach to 
AI integration is recommended, starting with simpler, 
low-intrusive applications and gradually advancing to 
more complex and potentially intrusive uses. Early AI 
applications can assist in tasks like data analysis, real-
time language translation, and administrative automation. 
Over time, more advanced uses, such as identifying 
previously undetectable patterns or criminal tradecraft, 
facial recognition, and semi-autonomous systems, could 
be adopted, provided legal and ethical frameworks 
are in place. This incremental adoption will allow law 
enforcement agencies to build trust with the public and 
ensure AI is used responsibly, in alignment with legal 
standards and ethical guidelines, while enabling law 
enforcement to keep pace with emerging technologies 
and evolving threats.2 
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As AI technology continues to evolve rapidly, 
the LE community has a vested interest in 
adopting these innovations incrementally, 
ensuring that human oversight and 
accountability remain paramount. 

AI Applications for LE 

Despite these challenges, there are several potential 
opportunities for additional experimentation and use of 
AI that can mitigate technical and legal barriers to LE 
application and align with the Department of Justice’s 
(DOJ) Artifcial Intelligence Strategy3 and one of the 
Federal Bureau of Investigation’s (FBI) three AI focus 
areas—the governance and ethical use of AI within the 
LE community.4 

Criminal and national security threat actors will leverage 
AI wherever it benefts them. To effectively counter the 
resulting threats, LE will need to apply AI in a way that not 
only complies with laws and policies but also incorporates 
practical, proven approaches, ultimately fostering public 
trust. This eventual adoption of AI has the potential to 
signifcantly enhance the capabilities of LE agencies, 
improving effciency and effectiveness across a spectrum 
of tasks, as listed below in Table 1. These AI applications 
vary in their level of technical diffculty and perceived 
investigative intrusiveness, impacting their implementation, 
societal, and judicial acceptance. However, the concept 
of “least intrusive methods” has long been a foundational 
principle in LE, guiding actions to minimize interference 
with privacy and civil liberties while maintaining public 
safety. The application of AI is an extension of this 
principle, as it can enhance existing legally authorized 
methods without introducing new levels of intrusion. 

Table 1: AI Applications for Law Enforcement by Level of Difculty and Intrusiveness5 

Low Difculty, 
Low Intrusiveness 

Real-Time Language Translation: AI-powered translation tools can facilitate communication between law enforcement and 
individuals who speak different languages, improving interactions and fostering trust. 

Moderate Difculty, 
Moderate 
Intrusiveness 

Facial Recognition and Biometrics: AI-powered facial recognition systems can assist in identifying suspects, missing 
persons, or individuals with outstanding warrants. However, concerns about privacy, accuracy, and potential bias 
necessitate careful implementation and oversight. 

Social Media Monitoring and Sentiment Analysis: Analyzing social media content can provide insights into potential 
threats, public sentiment, and emerging trends. Balancing public safety with individual privacy rights remains a challenge. 

Body-Worn Camera and Surveillance Footage Analysis: AI can expedite the review of footage, fagging relevant incidents 
or behaviors for further investigation, while minimizing the manual effort required. 

High Difculty, 
High Intrusiveness 

Predictive Policing Algorithms: Advanced AI models aim to predict future crime locations and potential offenders. Ethical 
concerns regarding fairness, transparency, and the potential for self-fulflling prophecies demand careful consideration. 

Data Analysis and Pattern Recognition: AI algorithms excel at analyzing large data sets, identifying patterns and trends 
that might go unnoticed by human analysts. This can aid in resource allocation and identifying potential hotspots for crime. 

Administrative Tasks Automation: Automating routine administrative tasks such as report generation, data entry, and 
scheduling can free up valuable offcer time for core duties. 

Autonomous Vehicles and Drones for Surveillance: While offering enhanced surveillance capabilities, autonomous 
vehicles and drones raise concerns about privacy, oversight, and potential misuse. 

AI-Powered Interrogation and Deception Detection: AI-based lie detection systems, although promising in theory, 
face signifcant technical and ethical hurdles, with potential impacts on due process and individual rights. 
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Adoption of AI in the LE community risks lagging behind 
the private sector and the IC.6 This refects the unique 
U.S. federated model of policing compared with other 
countries. The United States, with about 18,000 separate 
law enforcement agencies (federal, state, local, and 
tribal),7 faces signifcant challenges in adopting new 
technologies, protecting citizen rights, maintaining public 
trust, and ensuring budget resources are available to meet 
LE needs. These challenges are best categorized as data 
standardization, developing legal precedence, and the high 
threshold for transparency required in LE. In this context, 
the methods used to incorporate AI solutions are crucial to 

enhancing the LE community’s ability to fulfll its mission. 

LE is one of the most challenging 
environments for the application of AI due 
to the complexities of laws, policies, and 
practices that must be complied with, as 
well as the intense public scrutiny that 
comes with technical advancements in 
this feld. 

Data Standardization 

Well-structured, accessible data is the lifeblood of AI. 
Rephrased for the LE community, this concept is more 
simply understood as “garbage in, garbage out.” LE 
organizations collect and examine vast quantities of data 
through their investigations. This data is obtained through 
diverse sources such as witnesses; legal process; open-
source information; local, state, federal, tribal, and foreign 
partners; and confdential sources. Each data source is 
burdened with unique restrictions on its use, whether 
legal limitations required by Grand Jury secrecy (e.g., 
Federal Rules of Criminal Procedure 6(e))8 or limited use 
necessary to protect sources and methods. Furthermore, 
data obtained from various providers inevitably is in 

non-standard formats. Finally, most LE organizations 
retain their data in case management systems that were 
not designed with data optimization as a priority. Each of 
these factors limits the ability of LE to fully leverage the 
advantages of AI. 

Legal Precedence 

The impact of future legal rulings on the incorporation of 
AI into LE is less certain. Legal guidance has historically 
trailed in addressing the balance between LE tactics and 
privacy as technology evolves. 

� The 1967 Supreme Court Case Katz v. United States 
established that the FBI’s warrantless wiretapping 
of public phone booths to listen to a suspect’s 
conversations violated the Fourth Amendment’s 
protection against unreasonable searches and 
seizures. The Court ruled that individuals have a 
“reasonable expectation of privacy” in their phone 
conversations, even in public spaces, thereby 
requiring law enforcement to obtain a warrant for such 
surveillance activities.9 

� More recently, the 2018 Supreme Court Case 
Carpenter v. United States ruled that law enforcement 
agencies must obtain a warrant before accessing an 
individual’s cell phone location data from wireless 
carriers.10 The Court held that the Fourth Amendment 
protects this data because it provides a detailed and 
invasive record of a person’s movements over time, 
thus requiring a higher standard of privacy protection. 
This landmark decision recognized the signifcant 
privacy concerns posed by modern technology and 
set a precedent for digital privacy rights in the age of 
widespread data collection.11 This ruling specifcally 
rebuked the government for “fail[ing] to contend with 
the seismic shifts in digital technology.”12 

Although the Carpenter decision does not directly address 
the use of AI, legal scholars have interpreted that it “hints 
that Fourth Amendment protections also turn on the 
nature of policing that produces the information at issue. 
… Carpenter recognizes, perhaps more so than any other 

https://collection.11
https://carriers.10
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Supreme Court decision, that dramatic technological 
changes will rewrite the Fourth Amendment constraints 
on the government’s powers.”13 This history of legal 
rulings aiming to balance LE tactics with citizen privacy 
rights must be considered as LE seeks to properly adapt 
AI into its methods. 

Transparency 

The LE community’s authority is based on the trust and 
acceptance of its methods by the communities it polices. 
This principle dates to the founding of modern police 
methods by Sir Robert Peel in London in 1829. His initial 
principle of ethical policing recognized that “The ability 
of the police to perform their duties is dependent upon 
public approval of police … actions.”14 This 200-year-old 
statement is still relevant and especially applicable to the 
adoption of AI capabilities by LE. Unlike the private sector 
and IC, the methods employed by LE in its investigations 
are measured by the trust of the courts and a jury of 
a defendant’s peers. This degree of scrutiny requires 
the use of AI by LE be transparent and public. When 
an LE offcial testifes to a conclusion in a court of law, 
their answer must be understandable, reasonable, and 
acceptable by the public. Simply stating “AI told us it was 
so” will not suffce for a suitable explanation. 

“The ability of the police to perform their 
duties is dependent upon public approval 
of police existence, actions, behavior and 
the ability of the police to secure and 
maintain public respect.” 
– Sir Robert Peel, founder of the London Metropolitan Police. 

Phased AI Implementation 

Adopting AI in phases enables organizations to build and 
develop initial experiments and applications incrementally, 

paving the way for more sophisticated applications in 
the future. This strategy allows teams to establish best 
practices, address legal and technical hurdles, and 
create a solid foundation for future advancements. LE 
organizations will need to be committed to advancing the 
responsible use of AI, adhering to the guidelines set forth 
by the U.S. government and DOJ regarding ethical and 
legal considerations. AI applications must be designed 
to meet these standards, ensuring they align with national 
priorities and values while protecting individual rights 
and promoting public trust. In all phases, AI use must 
be compliant with applicable policy and investigative 
authorities conforming to federal, state, local, and tribal 
AI safeguards. 

Initial Phase 

This phase would start with AI applications that have 
limited legal and technological complications but 
have signifcant potential to enhance analysis and 
investigations. This includes applications that are in place 
today. This initial phase will identify necessary changes 
to information technology (IT) infrastructure to establish 
proper ethical standards for AI adoption, in addition to 
initial policy and legal challenges. Additionally, these 
early AI experiments and applications will begin the 
process of familiarizing the LE community with AI and 
developing lessons learned to be incorporated into future 
developments. Examples of initial AI applications include: 

� Application of assisted metadata “tagging” to draft 
investigative or intelligence documents, such as 
investigative case classifcations, crime indicators,15 

criminal intelligence requirements, intelligence gaps, 
and key intelligence questions, using standard formats 
and drawing on structured data sets 

� Preparation of draft investigative reports, such as case 
openings, closings, or summaries, utilizing standard 
formats based on identifed predicating documents 

� Preparation of draft affdavits and/or legal process 
utilizing standard formats based on identifed 
predicating documents 
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� Preparation of draft criminal intelligence products, 
such raw and fnished analytical products, based on 
identifed facts and predicating documents 

Mid-Term Phase 

The development of experiments and applications in 
the mid-term phase would build on the progress from 
the initial applications and legal guidelines to more fully 
realize the benefts of AI capabilities. This phase would 
continue to evolve architectural improvements, including 
data conditioning and cleaning, in conjunction with policy 
modifcations needed to fully realize AI’s potential, while 
beginning to formalize legal guidelines. These applications 
will be designed to serve as an assistant to the investigator 
or analyst by effciently identifying patterns, commonalities, 
or sophisticated insights not obvious to human review. 

The ultimate objective of this phased 
process will be to incrementally adopt 
increasingly advanced AI technology into 
LE systems to allow the workforce to more 
effciently and effectively exploit data to 
accomplish the core mission of protecting 
the American people. 

Telephone toll records, social media contacts, internet 
protocol history, or fnancial records, for example, could 
be used to identify patterns in activity and unknown 
nodes of interest. AI methods could be used to identify 
new connections; investigative or intelligence gaps in a 
case fle; or trending threats and/or targets appearing in 
public complaints, investigative results, and confdential 
informant and criminal intelligence reporting. Examples of 
mid-term AI applications include: 

� Confrmation that the facts included in a document, 
such as an affdavit or case closing, are consistent 
with facts included in an identifed case fle or specifc 
identifed records 

� Triage of large data sets obtained via consent or legal 
process responsive to identifed prompts 

� Application of machine learning (ML) to voluminous 
public complaint line (i.e., tip line) data to rapidly triage 
and prioritize credible threats to the public for LE 
review and interdiction 

� Facilitation of safety and compliance in operational 
plans (OPLAN) by drawing on previous after-action 
reports, lessons learned, and best practices—all 
with human review in overall risk assessment and 
mitigation; generate OPLAN scenario planning and 
simulations to consider different strategies and identify 
potential weaknesses or areas of improvement; and 
optimize resource allocation for planning and execution 

Long-Term Phase 

The long-term objective will be to quickly identify emerging 
or unknown criminal activity, threats, or intelligence gaps, 
with reduced bias and increased effectiveness and effcacy. 
Once the necessary IT infrastructure and legal concerns 
have been addressed in earlier phases, AI can be employed 
to provide an independent analysis16 of LE organizations’ 
vast data holdings, looking for previously unknown 
indicators of crimes or threats, including examples such as: 

� Identifying instances of known threat actors employing 
intelligence or criminal tradecraft from analysis across 
internal LE and publicly available data sets 

� Identifying previously unknown criminal tradecraft by 
detecting new patterns in large data sets 

� Generating potential leads for review by investigators 
and analysts (consistent with LE organizational and 
DOJ policies and authorized purpose) 

� Identifying individuals of interest or topics for 
investigation through continuous authorized review 
of LE data 



6 FEBRUARY 2025
©2025 The MITRE Corporation. ALL RIGHTS RESERVED.

IAN SPECIAL SERIES: AI-1 | ARTIFICIAL INTELLIGENCE APPLICATION APPROACHES FOR LAW ENFORCEMENT

 
 

 
 

 
 

 
 

 
 
 

 
 
 

 
 
 
 

 
 

This phased approach will reduce administrative burden 
and enhance investigative efforts while laying the 
groundwork for future AI applications. Beginning with 
applications that are less complicated will permit the 
incremental understanding of which policies or existing 
IT structures need to be updated to further adopt more 
advanced applications. The phased approach will also 
allow the LE workforce to adapt to the new technology 
and organically propose new features and lessons 
learned to inform future innovations. Figure 1 depicts 
an example investigative scenario illustrating traditional 
versus AI-augmented investigative methods. 

This approach also facilitates education of, acceptance 
by, and guidance for elected offcials and the judiciary 
regarding the ethical and lawful use of AI. By doing so, 
it supports the establishment of good legal precedent 
and safeguards civil rights as AI applications continue to 
expand. The ultimate objective of this process will be for 
LE systems to incrementally adopt increasingly advanced 
AI technology to allow the workforce to more effciently 
and effectively utilize data to accomplish the core mission 
of protecting the American people. 

Figure 1: Example Investigative Scenario Depicting Traditional Versus AI-Augmented Investigative Methods Figure 1: Example Investigative Scenario Depicting Traditional Versus AI-Augmented Investigative Methods
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Barriers and Ways to Overcome Them � The “black box” nature of some AI systems makes it 

Assurance of AI17 will require clearly defned guidelines for 
LE use, as with any other technology, including: 

� AI should be used in a manner that respects individual 
privacy rights and civil liberties. 

� Output from AI should be interpreted/actioned only by 
trained staff (i.e., humans are always “in the loop”). 

� AI should never be used to broaden LE collection 
authorities. 

� AI use should conform to established investigative 
guidelines. 

� AI should not modify or eliminate offcial records. 

� Use and policy of AI applications should be 
transparent to ensure the public’s trust. 

AI must demonstrate value and trustworthiness. In 
LE, the volume and velocity of digital and multimedia 
evidence can overwhelm human review. Unexploited or 
underexploited data poses an unacceptable risk. AI can 
be used to locate pertinent content using, for example, 
improved sorting, fltering, and information retrieval, and 
to understand content through techniques like information 
extraction, categorization, and semantic analysis. What is 
important is for each application to show value over time, 
starting with narrowly constrained uses and continuously 
testing and experimenting with broader applications to 
ensure their trustworthiness. Some examples include: 

� The overly broad use of AI systems to analyze and 
interpret biodata may invade privacy or suppress 
freedoms of speech and assembly. 

Mitigations: Maintain a minimum level of awareness 
of where and how AI-enabled systems are being used 
across the LE organization. Conduct risk and impact 
assessments. Limit data collection and retention. 
Use techniques like differential privacy and federated 
learning. Provide transparency. Strengthen oversight. 
An example of these mitigations in practice is the 
FBI’s AI ethics council, which “helps the FBI identify, 
review, and assess new and existing AI deployed and 
operating in support of agency missions.”18 

diffcult to understand how recommendations or decisions 
are reached. This can reduce accountability and trust. 

Mitigations: Have AI-enabled systems and applications 
use more interpretable models where feasible. Conduct 
algorithmic audits. Provide and require standardized 
documentation for transparency into each AI-enabled 
system’s policies and accuracy. Implement human-
in-the-loop reviews. Establish robust instrumentation. 
Continuously monitor and analyze the AI capability 
in operation (not “approval to operate and done”). As 
an example of these mitigations, the fnancial sector 
regulatory framework of Model Risk Management is 
a good starting point.19 This includes “sociotechnical 
sensors”—ways to measure and report on the impacts 
of the system to individuals, groups, and society. 

� Errors or bias in AI systems used in investigations 
or as evidence in trials could violate rights to contest 
decisions made against individuals. 

Mitigations: Ensure public notice of AI use is provided. 
Prioritize transparency documentation and enable 
auditing of AI-enabled systems. Review policies on 
redress. Issue guidance on AI’s role in due process. 
Formulate policies to ensure corroboration of AI 
products via independent methods. An example of 
these mitigations is DOJ’s published AI Use Case 
Inventory, publicly available on its homepage.20 

� Models trained on historical crime data may amplify 
biases and disparate impacts on marginalized groups. 

Mitigations: Establish clear defnitions of bias and 
fairness in AI-enabled systems. Iteratively assess 
and mitigate bias risks during both development and 
deployment. Continuously evaluate model fairness. 
Implement controls like human-in-the-loop reviews. 
LE organizations can establish clear and systematic 
procedures for broad stakeholder engagement 
from the start through operations. Some tools for 
participatory design to facilitate responsible AI 
governance are available, such as from Google and the 
Partnership on AI in the public interest.21, 22 

https://interest.21
https://homepage.20
https://point.19
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To comply with any AI-focused federal guidance, as well 
as other U.S. government AI initiatives, LE organizations 
can take proactive steps. Specifcally, they can assess AI 
applications for potential safety and civil liberty impacts 
using the approaches outlined here. Those identifed 
as having signifcant impact can be prepared for public 
notice where appropriate. Additionally, LE organizations 
can utilize AI expertise to assess applications of foundation 
models and generative AI technologies like ChatGPT. 

To effectively utilize AI, organizations need to cultivate 
organizational maturity in AI development and 
implementation. This requires thinking beyond buying 
new hardware or hiring AI engineers. For example, LE 
organizations must establish protocols for safe and ethical 
AI development and deployment, safeguard against novel 
attack pathways and vulnerabilities that AI integration 
may introduce, and formulate policies and monitoring 
processes for AI system authorization and oversight. It 
is important to note, however, that these issues need 
not all be solved before any progress on AI can be 
achieved. A good roadmap will look for opportunities to 
make the organization stronger incrementally along these 
dimensions while simultaneously building capability to 
support a specifc need. Broad categories of topics that 
should be included in a roadmap for organizational AI 
maturity include: 

� Strategy and resources 

� Organization and workforce 

� Technology enablers 

� Data management 

� Ethical, equitable, and responsible use 

� Performance and application 

Finally, LE organizations can build AI roadmaps that 
document the value proposition, as well as when, who, 
and how capabilities will be developed, tested, deployed, 
and sustained. Reaching the necessary level of AI maturity 
to meet mission demands and get in front of criminal and 
adversary AI use will be a multi-step process. The LE 
community can build on lessons learned from these efforts 

rather than starting new efforts from scratch. Focusing on 
both what worked and what barriers still exist will be vital to 
informing future efforts and guiding where to put resources 
to address potentially long-lead-time problems like policy or 
hiring. AI efforts like those that rely on ML models need to 
have a much larger sustainment tail than traditional software 
development because they must collect and curate both 
the feedback and models. LE organizations will need to 
establish governance processes, as well as standards for 
developing and documenting AI capabilities, to ensure AI 
is used correctly and in compliance with laws and policies. 

Embracing AI to Protect the Public 

While the complexities and challenges of incorporating 
AI into law enforcement are substantial, these should not 
serve as a deterrent to its adoption; rather, they highlight 
the need for a carefully considered, incremental approach. 
The potential benefts of AI, including enhanced analytical 
capabilities, improved effciency, and more effective use of 
resources, are too signifcant to ignore, especially as LE faces 
increasingly sophisticated threats that leverage advanced 
technologies. By implementing AI gradually and thoughtfully, 
LE agencies can address the technical, legal, and ethical 
hurdles that come with these innovations, ensuring that AI 
enhances rather than undermines their mission. 

Moreover, adopting AI incrementally allows agencies to 
build trust with the public and maintain transparency, 
both of which are crucial given the unique responsibilities 
of law enforcement in a democratic society. A phased 
approach ensures that the use of AI remains aligned with 
legal standards and ethical guidelines, fostering public 
trust and accountability. As criminal and national security 
threats continue to evolve, failing to integrate AI into LE 
practices is not a viable option. Instead, LE agencies must 
actively embrace AI technologies to enhance their ability 
to protect public safety, adapt to the modern landscape 
of crime and threats, and uphold justice in a manner that 
respects civil liberties and privacy.23, 24 

https://privacy.23
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